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Abstract. The Askaryan Radio Array (ARA) is an ultra-high energy (UHE) cosmic neutrino detector located at the South
Pole. The cosmic ray flux cut off above primary energies of 1019.5 eV leads us to expect a UHE neutrino flux due to the GZK
effect. The detection of these UHE cosmic neutrinos will add to the understanding of the sources and physics of UHE cosmic
rays. ARA uses the radio Cherenkov technique to search for UHE neutrinos by deploying radio frequency (RF) antennas at
200 m depth in the Antarctic ice and searching for impulsive RF signals. A prototype ARA Testbed station was deployed in
the 2010-2011 season and the first design-level ARA stations were deployed in the 2011-2012 and 2012-2013 seasons. Three
independent analysis methods have been developed in the search for UHE neutrinos with ARA. I will present the results of
these first neutrino searches with 2011-2012 ARA Testbed data.
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INTRODUCTION

The Askaryan Radio Array (ARA) aims to mea-
sure the flux of ultra-high energy (UHE) neutrinos
above 1017 eV. While UHE neutrinos are so far un-
detected, they are expected both directly from as-
trophysical sources and as decay products from the
GZK process [1, 2], as first pointed out by Berezin-
sky and Zatsepin [3, 4]. The GZK process describes
the interactions between cosmic rays and cosmic
microwave and infrared background photons above
a ∼ 1019.5 eV threshold.

The interaction of a UHE neutrino in dense media
induces an electromagnetic shower which in turn
creates impulsive radiofrequency (RF) Cherenkov
emission via the Askaryan effect [5, 6, 7, 8, 9, 10].
In radio transparent media, these RF signals can
then be observed by antenna arrays read out with
∼ GHz sampling rates.

Currently, the most stringent limits on the neu-
trino flux above 1019 eV have been placed by
the balloon-borne ANITA experiment sensitive to
impulsive radio signals from the Antarctic ice
sheet [11, 12]. Below 1019 eV, the best constraints
on the neutrino flux currently come from the Ice-
Cube experiment [13]. IceCube has recently re-
ported the first cosmic diffuse neutrino flux, which

extends up to ∼ 1015 eV.
Due to the ∼ 1 km radio attenuation lengths in

ice [15, 16], radio arrays have the potential to view
the 100s of km3 of ice necessary to reach the sensi-
tivity to detect ∼ 10 events per year from expected
UHE neutrino fluxes. Next-generation detectors are
under construction aiming to reach the 100s of km3

target volume of ice. The Askaryan Radio Array
(ARA) [15] is one such detector being deployed in
the ice at the South Pole and the first physics re-
sults from a prototype station of this detector are
presented in these proceedings.

ARA aims to deploy 37 stations of antennas at
200 m depth spanning 100 km2 of ice as shown in
Fig. 1. A design station consists of eight horizon-
tally polarized (HPol) and eight vertically polarized
(VPol) antennas at depth and four surface antennas
for background rejection and cosmic ray detection
via the geomagnetic emission in the atmosphere as
shown in Fig. 2.

The 200 m design depth was chosen because it is
below the firn layer, where the index of refraction
varies with depth due to the gradual compacting of
snow into ice down to ∼ 150m depth.

The trigger and data acquisition are handled by
electronics at the surface of the ice at each station.

To date, one ARA prototype Testbed station and
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FIGURE 1. Diagram showing the layout of the pro-
posed ARA37 array, with the location of the Testbed and
the first three deployed deep stations highlighted in blue
and black respectively, and proposed stations for the next
stage of deployment, ARA10, highlighted in orange.

FIGURE 2. Diagram showing the layout of a single
ARA station.

three full stations have been deployed in the ice. The
Testbed station was deployed at a depth of∼ 30 m in
the 2010-2011 drilling season. The first full station,
A1, was deployed at a depth of 100 m in the 2011-
2012 drilling season. The next two stations, A2 and
A3, were deployed at the 200 m design depth during
the 2012-2013 season.

TESTBED

The ARA prototype Testbed station differs from the
layout of the design stations for the full array (see
Fig. 3). A more complete description of the design
and operation of the Testbed station can be found
in [15].

As with the deep stations, the Testbed antennas
deployed in boreholes were designed to be broad-
band, with a mixture of HPol and VPol, subject
to the constraint that they must fit down the ∼
15 cm diameter hole in the ice. For VPol, a wire-
frame hollow-center biconical design was chosen
with an annular-shaped feed with the string cable
running through the center. These “Bicones” have
a bandwidth of 150-850 MHz, and four were de-
ployed in boreholes and two near the surface. For
HPol, two designs were used in the Testbed, the
bowtie-slotted cylinder (BSC) and the quad-slotted-
cylinder (QSC). The BSCs were used in four bore-
hole antennas and a pair of QSC’s in the fifth bore-
hole.

There are two different trigger modes in the
Testbed, an RF trigger and a software trigger. An
event passes the RF trigger when the output of a
tunnel diode, a few-ns power integrator of the wave-
forms from each antenna reaching the trigger path,
exceeds 5-6 times the mean noise power in three out
of the 8 borehole antennas within a 110 ns coinci-
dence window. Due to the differences in responses
between channels, each antenna has a slightly dif-
ferent power threshold but they may be adjusted to-
gether to obtain different trigger rates. The software
trigger causes an event to be recorded every second
to monitor the RF environment.

Once the station has triggered, the digitization
electronics process the waveforms and output them
to storage. The signals from the “shallow" antennas
are sampled at 1 GHz, while the signals from the
eight borehole antennas were sampled twice, with
an time offset of 500 ps for an effective sampling
rate of 2 GHz. The digitized waveforms are∼250 ns
long and are centered within∼ 10 ns of the time the
station triggered.

Three calibration pulser VPol and HPol antenna
pairs were installed at a distance of∼30 m from the
center of the Testbed array to provide in situ timing
calibration and other valuable cross checks related



to simulations and analysis. An electronic pulser in
the electronics box produces a ∼250 ps broadband
impulsive signal at a rate of 1 Hz which is connected
to one of the antenna pairs to provide an impulsive
transmitted calibration signal.

FIGURE 3. Schematic of the ARA Testbed station.

TESTBED DATA ANALYSES

Three analyses of 2011-2012 Testbed were per-
formed. The first analysis (the Interferometric
Map Analysis) assesses the quality of recon-
structions from interferometric maps based on
depth-dependent ray tracing and we use the re-
sults of this analysis to derive constraints on the
neutrino flux at the conclusion of the paper. The
Coherently Summed Waveform Analysis uses a
different reconstruct technique, performing a best
fit to time delays derived from coherently summed
waveforms. These two analyses examine data from
January 2011 to December 2012 The third analysis,
the Template-Based Analysis, performs correlations
between events and searches for any producing a
unique pattern of waveforms. This analysis only
examines data from March to August 2011.

Interferometric Map Analysis with
Depth Dependent Ray Tracing

The first of the three analyses reconstructs events
using an interferometric map technique. For this
analysis, we consider RF triggered events from Jan-
uary 8th, 2011 to December 31st, 2012 and use a set
of optimized cuts using AraSim calibrated against
Testbed data to eliminate background events from
our final sample. The total analysis livetime for this
period is 224 days. This analysis is performed in
two stages. Stage 1 was a complete analysis on a
limited data set that had been processed at an early
period of data processing. A complete analysis is
carried on data from from February-June of 2012
only, optimizing cuts on the 10% set before open-
ing the box on that time period alone. Then, in
Stage 2 the analysis is expanded to the remainder
of time in the two year period once more processed
data became available. In Stage 2, the cuts were re-
optimized on the 10% set for the two year period but
excluding February-June 2012 which had already
been analyzed.

Here we begin a description of all of the cuts ap-
plied in the Interferometric Map Analysis. In both
stages of the analysis, first we apply a few initial
Event Quality Cuts to reject anomalous electronics
behavior. We reject events from the period of strong
radio activity at the South Pole, events that corre-
spond to the timing of the calibration pulser, events
with corrupted waveforms, and events with signifi-
cant power below the 150 MHz filter limit.

We attempt a directional reconstruction for each
event using the relative timing information and
maximizing a summed cross-correlation over a set
of hypothesized source positions. For each pair of
antennas, we calculate the expected delays between
the signal arrival times as a function of the posi-
tion of a putative source relative to the center of the
station. These signal arrival times account for the
depth-dependent index of refraction in the firn layer
and the abrupt change at the ice-air interface.

Summed cross-correlations for each polarization
for each event are summarized in maps for puta-
tive source distances of 3 km and 30 m only (see
Fig. 4). We use the 30 m map to reject improperly
flagged calibration pulser signals, and the 3 km map
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FIGURE 4. An example of a interferometric map used
for reconstruction. This event is a calibration pulser and
reconstructs well to the appropriate location in this 30 m
inteferometric map where the correlation value is high
(dark blue).

to determine the reconstruction direction of distant
sources, such as neutrinos. For each 1◦×1◦ bin in
the map, we sample the correlation function for
each pair of antennas at the delay expected for that
source direction and distance, and form the summed
cross-correlation that is entered on the map. We de-
fine the reconstruction direction to be the location of
the peak in the correlation map. Based on the cali-
bration pulser events, our pointing resolution on the
RF source direction is ∼ 1◦.

Based on the maps produced using the above
method, we characterize the quality of the recon-
struction by requiring that the signal be stronger in
the reconstruction direction than other regions of the
map. The Reconstruction Quality Cuts are based on
an area surrounding the peak correlation where the
correlation remains high, Apeak, and the total area
on the map showing high correlations, Atotal. Apeak
is defined as the area in square degrees of the 85%
contour surrounding the point of peak correlation
while Atotal is the area of all bins above the 85%
limit. The first Reconstruction Quality Cut condi-
tion requires the size of Apeak to be greater than
1 deg2 and less than 50 deg2. The second condition
for the Reconstruction Quality Cut requires the ra-
tio between Atotal and Apeak to be less than 1.5. This
means that only one reconstruction direction domi-
nates the map.

Additional cuts are included to decrease identi-
fied background signals. A set of Geometric Cuts
reject events that reconstruct to locations where
background due to anthropogenic noise is expected

to be high, either where there is known human ac-
tivity (e.g. South Pole Station) or where signals re-
construct to the same location repeatedly without an
identifiable source. Three such repeating locations
were identified and geometric cuts were designed to
reject events from these locations, as seen in Fig. 6.
A Saturation Cut rejects events when the signal is
strong enough (> 0.995 mV) that the saturation of
the amplifier induces distortion of the waveform.
The Gradient Cut is a pattern recognition cut to re-
ject a specific type of background event which has a
strong gradient in signal strength across the Testbed
in one direction. The Delay Difference Cut ensures
that the reconstruction direction derived from all
the borehole antennas of the same polarization is
consistent with the delay observed between the sig-
nals in the two antennas with the strongest signals
(within 20 ns) . Since we are searching for neutrino
events coming from the ice, an In-Ice Cut rejects
the events that reconstruct to directions above hor-
izontal A Continuous Waveform (CW) Cut rejects
events where the frequency spectra for three anten-
nas exceeds 6.5 dB in voltage above the background
average within a narrow band.

As a last cut, a Peak/Correlation Cut is applied.
Since we expect impulsive events to exhibit a cor-
relation between the Vpeak/RMS values from the
waveforms and maximum correlation value from
the reconstruction map, we designed a cut using
these two values, as in [11, 12].

The Peak/Correlation Cut is based on a 2-
dimensional scatter plot that has 2nd highest
Vpeak/RMS on the vertical axis and a maximum
correlation value on the horizontal axis for the
corresponding polarization (see Fig. 5). We choose
the 2nd highest Vpeak/RMS value from the wave-
forms in order to ensure that the value represents
the signal strength in at least two channels and not
a random fluctuation from thermal noise. First, we
set constant cuts at 2nd highest Vpeak/RMS > 4.0
and maximum correlation value > 0.13. We use the
2nd highest Vpeak/RMS instead of the highest so
that two channels exceed our threshold. After this,
we define a cut as a line on the plot of Vpeak/RMS
vs. maximum correlation as shown in the figures.
Events located above this line will pass the cut.

We choose the Peak/Correlation Cut that gives
us the best expected limit on the maximal model
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FIGURE 5. The distribution of 2nd highest Vpeak/RMS and correlation values for the vertical polarization channel
for (a) the 10% examination data set and (b) events simulated at 1018 eV. Both plots show only events that have survived
all other cuts. The red line shows the selected cut parameter and thus all events above this line survive the cuts and those
below are removed. For the data (a), no events fall above the cut line. For the simulated events (b), there is a sizable
percentage of events that lie above the cut line and thus survive the analysis.
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FIGURE 6. The reconstruction directions of the events that passed both Stage 1 and Stage 2 of the analysis in the 30 m
(upper) and 3 km (lower) maps. Events that passed the unaltered cuts in Stage 1 are shown in blue and those that passed
the Stage 2 cuts are shown in red. The initial Geometric Cut regions (dashed blue line) were adjusted after Stage 1 (solid
red lines) based on a Gaussian fit to the background event distribution with a limited set of cuts applied.

from Kotera et al. [30]. The optimal vertical offset
gives us 0.06 estimated background events and 0.02
expected neutrino events from the Kotera maximal
model in the 90% data set in the Stage 2 analysis.

In Stage 1 of the analysis, we had three events
survive all cuts and all were recognizable back-
ground signals. These three events were all known
types of anthropogenic impulsive events, and one
was removed by adjusting the Gradient Cut and the
other two by altering the Geometric Cut. In Stage 2
of the analysis (2011-2012), using these new Ge-
ometric Cut regions, two events survived, which
again were recognizable background signals. The

four events that were rejected by the modified Ge-
ometric Cuts in the first and second stages can be
seen in Fig. 6, along with the Geometric Cut re-
gions. The alterations to the Geometric Cut regions
increase the total acceptance of the Geometric Cut
(which includes the South Pole region) by less than
5%. After these modifications, zero neutrino candi-
date events survived. In future analyses, we plan to
design cuts to reject these type of events by other
means, with less reliance on the Geometric Cuts.



Coherently Summed Waveform
Analysis

The Coherently Summed Wave Analysis differs
from the Interferometric Map Analysis in its re-
construction method, continuous wave rejection and
other cut parameters. The initial data quality cuts
and trigger timing cuts (to reject calibration signals)
are performed in a similar manner and will not be
discussed here.

In order to remove CW contaminated events, a
probability is calculated on an event by event ba-
sis that the measured frequency content is thermal
in nature. Events are then rejected when an excess
is observed across a narrow range of frequencies.
The probability threshold and minimum width are
tuned using a combination of events identified as
containing a known CW source, calibration pulser
events and simulated neutrino signals to avoid re-
jecting broadband signals.

The reconstruction method is based upon calcu-
lating timing offsets between waveforms that max-
imize correlation. This is achieved by creating a
coherently summed wave (CSW), where individual
antenna waveforms are added, offset in time rela-
tive from one another. These offsets are computed
using a simple algorithm that finds a CSW that is
maximally correlated with the individual antenna
waveforms, as measured by cross-correlations. The
timing difference between pairs of antennas holds
information about the arrival direction of the radio
signal and are checked against those calculated from
an ice model using uniform index of refraction. A
χ2 is computed for a series of trial source locations
in 1 degree bins in θ , φ and logarithmically spaced
bins in radial distance R. The reconstructed loca-
tion is that which minimizes the χ2 and hence cor-
responds to the most likely physical location given
the measured time offsets.

This method has the benefit of using the rich
information contained within the digitized wave-
forms (correlation techniques result in precision of
∼ 150 ps resolution in timing differences between
pairs of antennas) as well as providing a parameter
that describes the goodness of fit in χ2 upon which
a cut can be placed. A requirement for good recon-
struction also will reject a large number of thermal

events since they will have essentially random off-
sets between antennas and the preferred source lo-
cation will, in general, have a relatively large χ2

value associated with it.
A CSW is formed for the HPol and VPol anten-

nas separately and two parameters are derived that
are used to identify neutrino-like signals. The first
parameter is the peak voltage in the CSW, which
acts as a measure of power in the constituent anten-
nas. The cross-correlation waveform is computed
for each antenna with the CSW of the remaining an-
tennas. The maximum cross-correlation is found in
each of these waveforms and summed which acts
as a measure of coherence. A linear combination
of these parameters, dubbed ‘Powherence’, is taken
to maximize the separation between thermal events
and a combination of simulated neutrino and cali-
bration pulser events.

Having applied the CW, χ2 and Powherence Cuts
to the VPol and HPol antennas separately, cuts are
made to remove time periods and directions produc-
ing large numbers of passing events. The CSW re-
construction achieves∼1 degree resolution for both
simulated neutrino events and calibration pulser sig-
nals. A 50 degree region in azimuth correspond-
ing to the direction of the IceCube Laboratory, as
well as 10 degree regions around calibration pulser
locations were masked off. In addition, events are
rejected where the reconstructed source location is
above the ice.

One event survives the final cuts in the analysis,
but upon inspection it is clearly due to an anthro-
pogenic CW signal that narrowly passes the dedi-
cated CW Cut due to the presence of two carrier fre-
quencies, hence is rejected and thus is not a neutrino
candidate event. The total livetime for this analysis
was 196 days.

Template-Based Analysis

The third analysis strategy presented in this paper
traces its heritage to the RICE experiment, which
defined ‘background’ generically as any repetitive
waveform or hit antenna pattern. In this approach, a
sequence of event-selection criteria are initially ap-
plied to suppress both anthropogenic and thermal



noise relative to ‘interesting’ events (either in-ice
neutrino interactions, typically coming from below
a given ARA station, or perhaps down-coming radio
signals from extensive air showers (EAS)) as fol-
lows.

First, CW contamination is reduced by filtering
any CW line which has more than 8% of the total
power in the frequency spectrum, and then contin-
uing with the analysis on that filtered event. Next,
triggered events must have at least four antennas
with voltage excursions larger than 6 × the root-
mean-square voltage σV . The σV for a particular an-
tenna is measured using forced triggers (and exclud-
ing CW contributions).

Second, triggered events must have a well-
reconstructed, single source vertex point, as defined
by the event χ2 (defined below), and using source
identification algorithms based on RICE codes. In
this source reconstruction scheme, antennas are
assigned a “hit-time” corresponding to the time at
which the voltage magnitude exceeds 6 σV . The
source vertex point rS for an event occurring at time
tS is determined in three complementary ways:

1. Using the CERN-based MINUIT minimization
package, we find the space point which mini-
mizes the sum of the propagation-time residu-
als, assuming that vertex point. I.e., we mini-
mize χ2 = ∑

i
(tS− [ti−|rS− ri|/c])2, where tS

is the calculated propagation time from the pu-
tative source point to the ith antenna, ti is the
measured time for that antenna as defined by
the first 6 σV criterion outlined above, rS is the
putative source point in coordinate space, ri is
the known location for the ith antenna, and the
sum runs over all the hit antennas.

2. Second, we find that space point defined as the
centroid of the event vertices defined by sub-
sets of four hits of the same polarization. That
space point can be thought of as the intersec-
tion point of spheres centered on each hit an-
tenna, with a spherical radius r = c(t− t0), and
t0 the time of the in-ice neutrino interaction.

3. The results of the previous two calculations
are compared against the reconstructed source
location using standard ARA interferometric
techniques.

The third event-selection criterion requires a total
minimum waveform power (defined as Σ(V 2

i ) for all
the in-ice antennas) to suppress any thermal noise
events which pass the four-fold 6 σV requirement.

Next, if the source location for events passing
the previous two requirements is consistent with the
known location of the englacial calibration pulser,
the event is rejected as a pulser event.

In the final step, triggered events passing the
first four requirements are then compared to all
other events satisfying those requirements. If the
two events are ‘similar’ (as defined by a direct dot
product between the two event waveforms, or by the
timing pattern of the hit antennas), the events are
rejected as ‘repetitive’ and unlikely to arise from
‘interesting’ physics processes such as neutrinos
interacting in-ice, or radio waves emanating from
charged cosmic ray air showers above the array.

Application of the above event selection to
Testbed data acquired between March 2011 and
August 2011 results in one event passing all ap-
plied cuts; this event is considered a misidentified
in-ice calibration pulser event because its timing
and amplitude characteristics are typical of those
events.

RESULTS

No neutrino candidate events were found for the
Interferometric Map Analysis and the results from
this analysis are used to derive constraints on the
neutrino flux. Compared to the Interferometric Map
Analysis, the Coherently Summed Waveform Anal-
ysis has a 30% higher analysis efficiency and a
∼ 10% lower livetime, thus limits derived from the
latter give a very similar result. We find it quite en-
couraging that these two complementary analyses
give such similar results.

After finding no neutrino candidate events pass-
ing all cuts, we set limits on the neutrino flux given
the effective volume of the Testbed derived from
AraSim and the total livetime of the period exam-
ined. The limit curve shown in Fig. 7 was made
for the Interferometric Map Analysis although the
Coherently Summed Waveform Analysis produces
very similar results, as described earlier.
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