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Online overview

• Overview of IceCube online

• What happens at South Pole

• How do we communicate with systems there?

• Current and planned online analyses.

• Optical FollowUp and Neutrino Target of 
Opportunity

• “Real time” GRB neutrino searches

• Future plans
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The challenges of data processing at 
South Pole

• Remote location of IceCube makes it difficult to get IceCube 
data out.  We have two options:

• Tape all events, and deal with them “next year”

• Filter events in real-time, send a subset north immediately.

• We would like to start physics analysis of IceCube data as soon 
as possible.

• Choose realtime filtering.

• Limited connectivity options

• ~Dialup quality connection for a ~8 hours/day

• TDRS bulk data transfer of 85 GB/day

• We’d also like to perform real time analysis, alert others in the 
event of interesting detections, 

• Realtime analysis of data is also very good for monitoring 
detector quality
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PnF - Online filtering system
PnF within IceCube 

PnFDAQ

Filtered

Raw

Spade

CnV

diskdisk

evbuilder

fpmaster/fpslaveXX

Tape

Satellite

I3Moni

I3OmDb
I3Live

DB Load
Scripts

expcont dbs

SPS Computing i3moni cvmaster

~2.8kHz
10 MB/sec

~1 TB/day

~2.8kHz
10 MB/sec
~2.8kHz

10 MB/sec

~150 Hz/600* Hz
~75GB/day

* including SuperDST only, no waveform data
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IC86 Filters

NFrames proceesed =  2585447
Total file size:  1277180139  DST file size: 219799241
{'SDST_MoonFilter_11': 0, 'SlopFilterTime_11': 407, 'EHEFilter_11': 2107, 'SlopFilterTrig_11': 734, 
'FilterMinBias_11': 2431, 'DeepCoreFilter_11': 24251, 'IceTopSTA3_InIceSMT_11': 2859, 'MoonFilter_11': 0, 
'CascadeFilter_11': 24488, 'SDST_GCMinBias_11': 243920, 'IceTopSTA3_11': 5775, 'SDST_GCNWStarting_11': 172397, 
'SDST_SunFilter_11': 0, 'IceTopSTA8_InIceSMT_11': 392, 'IceTop_InFill_STA3_11': 910, 'IceTopMuonCalibration_11': 
0, 'SDST_MuonFilter_11': 36499, 'SDST_LowUp_11': 28314, 'GCLEStarting_11': 5975, 'SDST_VEF_11': 7187, 
'InIceSMT_IceTopCoincidence_11': 948, 'SDST_GCHE_11': 94240, 'IceTopSTA8_11': 1165, 'MuonFilter_11': 27308, 
'PhysicsMinBiasTrigger_11': 1159}
{'SDST_MoonFilter_11': 0.0, 'SlopFilterTime_11': 6987502.8571428582, 'EHEFilter_11': 51206531.530952379, 
'SlopFilterTrig_11': 41754470.166666672, 'FilterMinBias_11': 12627327.666666666, 'DeepCoreFilter_11': 
132272112.3833334, 'IceTopSTA3_InIceSMT_11': 30683844.89761905, 'MoonFilter_11': 0.0, 'CascadeFilter_11': 
127954370.86666673, 'SDST_GCMinBias_11': 115877472.83333348, 'IceTopSTA3_11': 35949093.164285704, 
'SDST_GCNWStarting_11': 68930221.583333284, 'SDST_SunFilter_11': 0.0, 'IceTopSTA8_InIceSMT_11': 
3326764.3809523815, 'IceTop_InFill_STA3_11': 5327318.5904761888, 'IceTopMuonCalibration_11': 0.0, 
'SDST_MuonFilter_11': 2076079.3333333328, 'SDST_LowUp_11': 8740245.7500000019, 'GCLEStarting_11': 
30303801.166666675, 'SDST_VEF_11': 2366290.8333333321, 'InIceSMT_IceTopCoincidence_11': 7294675.1666666679, 
'SDST_GCHE_11': 44477874.666666679, 'IceTopSTA8_11': 9033074.0476190504, 'MuonFilter_11': 269372712.44761896, 
'PhysicsMinBiasTrigger_11': 4213673.666666666}
end sum: 1010775458.0
DST...frames: 2018285  size: 46605440
Rate for  SDST_MoonFilter_11 **sDST       is    0.00 Hz, with overlap    0.00 Hz (    0.00 pct) 
Rate for  SlopFilterTime_11               is    0.45 Hz, with overlap    0.05 Hz (   11.79 pct) 
Rate for  EHEFilter_11                    is    2.33 Hz, with overlap    2.24 Hz (   95.78 pct) 
Rate for  SlopFilterTrig_11               is    0.81 Hz, with overlap    0.02 Hz (    1.91 pct) 
Rate for  FilterMinBias_11                is    2.69 Hz, with overlap    0.09 Hz (    3.41 pct) 
Rate for  DeepCoreFilter_11               is   26.86 Hz, with overlap    3.16 Hz (   11.78 pct) 
Rate for  IceTopSTA3_InIceSMT_11          is    3.17 Hz, with overlap    1.42 Hz (   44.84 pct) 
Rate for  MoonFilter_11                   is    0.00 Hz, with overlap    0.00 Hz (    0.00 pct) 
Rate for  CascadeFilter_11                is   27.12 Hz, with overlap    8.07 Hz (   29.75 pct) 
Rate for  SDST_GCMinBias_11 **sDST        is  270.16 Hz, with overlap   37.66 Hz (   13.94 pct) 
Rate for  IceTopSTA3_11                   is    6.40 Hz, with overlap    1.67 Hz (   26.06 pct) 
Rate for  SDST_GCNWStarting_11 **sDST     is  190.94 Hz, with overlap   33.70 Hz (   17.65 pct) 
Rate for  SDST_SunFilter_11 **sDST        is    0.00 Hz, with overlap    0.00 Hz (    0.00 pct) 
Rate for  IceTopSTA8_InIceSMT_11          is    0.43 Hz, with overlap    0.43 Hz (  100.00 pct) 
Rate for  IceTop_InFill_STA3_11           is    1.01 Hz, with overlap    0.64 Hz (   63.30 pct) 
Rate for  IceTopMuonCalibration_11        is    0.00 Hz, with overlap    0.00 Hz (    0.00 pct) 
Rate for  SDST_MuonFilter_11 **sDST       is   40.43 Hz, with overlap   11.14 Hz (   27.55 pct) 
Rate for  SDST_LowUp_11 **sDST            is   31.36 Hz, with overlap    8.66 Hz (   27.63 pct) 
Rate for  GCLEStarting_11                 is    6.62 Hz, with overlap    1.84 Hz (   27.83 pct) 
Rate for  SDST_VEF_11 **sDST              is    7.96 Hz, with overlap    1.94 Hz (   24.43 pct) 
Rate for  InIceSMT_IceTopCoincidence_11   is    1.05 Hz, with overlap    0.11 Hz (   10.13 pct) 
Rate for  SDST_GCHE_11 **sDST             is  104.38 Hz, with overlap   17.86 Hz (   17.11 pct) 
Rate for  IceTopSTA8_11                   is    1.29 Hz, with overlap    0.83 Hz (   64.12 pct) 
Rate for  MuonFilter_11                   is   30.25 Hz, with overlap   10.10 Hz (   33.40 pct) 
Rate for  PhysicsMinBiasTrigger_11        is    1.28 Hz, with overlap    0.01 Hz (    0.69 pct) 

Filters determined by physics working 
groups, tuned to match physics needs 

of each analysis Reduce data to match BW
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PnF - Online filtering system
Internals
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Very short processing time 
in online filtering since IC79
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“Online” L2

• A small fraction of the muon track candidates selected receive additional 
reconstructions in real time at South Pole

• L2 Reconstructions include:

• Multiple iteration track LLH, MPE LLH

• Cramer-Rao, Bayesian-prior LLH,  Time/Geometry Split LLH recos

• This candidate selections, and the additional reconstructions are used by 
the real-time analysis clients.

• Gamma-Ray Follow Up

• Optical Follow Up

3.2 Cut variables and passing rates

Up-Going Region (✓LLH >= 80�)

⌥ ⌅
(PoleMuonLlhFit_logl/(NCh - 2) <= 7.3) || (NCh > 70)

|| (TMath::Power(PoleMuonLlhFit_LDirC/180.,2)

+ TMath::Power(PoleMuonLlhFit_NDirC/10.,2) >= 1)⌦⌃ ⇧
Down-Going Region (✓LLH < 80�)⌥ ⌅

(((PoleMuonLlhFit_Zenith < 80 * TMath::Pi()/180)&&(

PoleMuonLlhFit_Zenith >= 75*TMath::Pi()/180))

&& (TMath::Log10(QTot) > 1.95 || PoleMuonLlhFit_rlogl < 7.3))

||

((PoleMuonLlhFit_Zenith < 75 * TMath::Pi()/180)

&& (TMath::Log10(QTot) > 3.3 - 1.3 *TMath::Power(

PoleMuonLlhFit_Zenith/1.309,6)))⌦⌃ ⇧
The proposed filter uses two di↵erent selection schemes in the two hemispheres. In the upgoing region
tracks with a good reconstruction quality are selected to reject mis-reconstructed down-going atmo-
spheric muons. The quality of the track reconstruction is derived from the number of direct hits (time
residual within [�15 ns,+75 ns], NDirC) and their projection on the track fit (LDirC) as well as the
log-likelihood of the fit divided by (NCh - 2). A ”direct ellipse” cut (used in IC59 L3 [6]) that combines
the LDirC and NDirC values was introduced as it showed good performance.
In the down-going region a selection of neutrino candidates has to be based on the event energy as
the background are well reconstructed atmospheric muons. Here we employ a cut based on the total
charge of the event to select high energy muons. The passing rates as obtained with IC79 data and MC
are summarized in Table 1. As there is a disagreement between the rate predicted from MC and the
observed data rate (mainly in the upgoing region) we derive a correction factor. The predicted passing
rates for IC86 obtained from MC are summarized in Table 2 for background. The obtained total passing
rate for the filter (stated as Online L2 Full Sky) is 5.4 Hz (after applying as a correction factor the ratio
stated in Table 1).
The energy dependent signal e�ciencies are shown in Figure 2. Table 3 shows the total e�ciencies
for di↵erent simulated signal-spectra. Below the horizon (✓ > 80�) this filter keeps 98% of the well-
reconstructed events (� MPE2 < 3�) with respect to the output of the 2011 MuonFilter for an E�2

signal spectrum. For a softer E�3 signal spectrum we obtain a similar e�ciency of 96%. For down-
going events (✓ < 80�) the e�ciency for well reconstructed events is 94% for an E�1 signal neutrino
spectrum.
To improve the angular resolution of the filtered events and to calculate additional variables for sig-
nal/background discrimination a 2-fold iterative SPE likelihood fit, an MPE fit, a Bayesian fit and
2-iteration SPE fit with time- and geometry-split pulse series are applied to them. To assess the angular
resolution two Cramer-Rao modules, one for the 2-fold iterative SPE fit and one for the MPE fit, are
used.
A list of the mean and RMS time consumption of each included reconstruction is provided in Table
4. Figure 3 shows the distributions of the total processing time (sum of the processing times for the
included reconstructions). Most of the computing time is used by the events reconstructed as down-
going as the average number of hit channels for them is higher than for the events reconstructed as
upgoing. Together, all reconstructions need about 0.25 s of mean CPU time per event (on a 2.8 GHz
64 bit CPU). With a filter rate of 5.4 Hz, this results in the need of about 1.5 CPUs for the filter.

3
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Online L2 selection is robust

• Cross check with 6 months of IC40 Point Source search 
sample

• 0.44% event sample difference

• IC86 GRB neutrino search

• Planning to use IC86 Online L2 as pre-selectionEvent Selection I cont’d

Figure: Online L2 efficiency wrt Muon filter vs. energy —
max DelAng (PoleMuonLlh, I3MCTree) < 5◦

8 / 16

Online L2 efficiency
relative to Muon Filter

for tracks within 5° of truth 
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R. Franke, E. Bernardini Status of Gamma-FollowUp

High-Energy Gamma-Ray Follow-Up 
Program

Trigger: ~2000 HzTrigger: ~2000 Hz

Level 1 Filter: ~35 Hz
Single iterations SPE Fit

Level 1 Filter: ~35 Hz
Single iterations SPE Fit

Level 2 Filter: ~4 Hz
2-iteration SPE fit,
MPE fit, CramerRao

Level 2 Filter: ~4 Hz
2-iteration SPE fit,
MPE fit, CramerRao

Neutrino selection:
~1.5 mHz

Neutrino selection:
~1.5 mHz

Online processing
at the South Pole (IC86)

Time/
weeks

-1 Now-2-3

Time-Clustering
Algorithm

Detector stability
monitoring

Significance of current
neutrino cluster Alert

Time-scale for
cluster search:
seconds to ~3 weeks

+

Schematic

Right now: Send alerts for 0.5 sigma clusters
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Gamma-Ray Followup

• Monitor catalog of known HE Gamma ray sources

• 22 cataloged sources for MAGIC

• 22 + 56 potentially variable sources for VERITAS

• Set threshold to trigger ~1 followup/year

• Preparing final cuts selection to start sending alerts 
soon

  

R. Franke, E. Bernardini Status of Gamma-FollowUp

Sources (MAGIC)

Selection thanks to A. Cruz

• Redshift < 0.6
• FERMI variability index  > 15
• Spectal index < 2.4 (BLLac)
● Flux 1-100 GeV > 10-9 ph cm̂ -2 ŝ-1 (BLLac)
● Flux 0.1 – 1 GeV > 0.7 * 10-7 ph cm̂ -2 ŝ-1 
(FSRQ)

Expect 0.6 alerts above 0.5 sigma
per week for this list with IC79
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Optical FollowUp

  

IC86 structure

SDST Muon Filter

OnlineL2

OFU Singlet 
Filter

Multiplet Filter

ROTSEPTF

LLH based 
doublet selection

Swift

Multiplets searched for
within 100 seconds and

5 degrees

Next slide

LLH selection considers
event quality, angular and

time difference
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Optical followup event selection

  

IC86 Singlet Filter

● New cut variable

● Min(Θ
SplitFits

)

● atm. ν 'purity': 85%

● Rate: 3 mHz (instead of 2 
mHz)

● Number of doublets per 
year: ≈ 53

● Logic
Zenith (MPE) ≥ 90 deg

and
llhlogl/(NCh-3.5) ≤ 8

and
Cos(Min(Θ

SplitFit
))≤0.35

and
((NDir(MPE)≥6 & LDir(MPE)≥280 ) or muE≥1e6 GeV)

Atm. ν

OnlineL2 + 
90deg

OFU L3
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IC86 model dependent “real time” 
search

• With the completion of IceCube, we are planning to move our 
standard model dependent GRB search to a more real time result.

• Within a 1-2 days, aim to have a completed on-time neutrino 
search for each GCN alert.

• Follow up with circulars of our own in the event of detection

• Or non-detection for the few “interesting” bursts a year.

• Model dependent searches are mature and robust

• Very low expected background on-time and on-source in 
during gamma-ray T100.

• Robust tools for achieving ~neutrino level samples with simple 
cuts or tools (BDT).

• Optimizations NOT strongly dependent on modeled spectra.
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IC86 real time search - How.

• Work performed in the North (not at South Pole)

• Within 1-2 days, have a result for each (real) GCN.

• Any case where 𝜏 > 0, followup with GCN circular

• Get followup observations underway.

• Stacked analysis to follow after some fixed time period

• Analysis in preparation, active in 2-3 months.

• Perform search on all IC86 bursts to date once 
unblinded.

When a GRB happens I

! Within about a day:

Parameters settle Calculate Tnull distribution

GRB ∼ day ∼ hours Get T

IceCube data arrives Process data

! If desired, can also redo stacked analysis after each GRB

! First step after unblinding: analyze all IC86 data so far

14 / 16
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Online L2 future

• With next IC86 physics configuration, looking forward to 
expanding role of online L2 

• Robust, simple selections to get to ~few Hz rates

• Aim to be basis for the mature searches: Point source, 
GRB, atmospheric neutrino searches

• Addition of more realtime reconstructions

• CPU capacity available online

• Reduces physics working group wait for data samples for 
analysis

• No L2 processing bottelnecks

• Still wider event selections for new and experimental analyses.

• SuperDST data for large background samples, e.g Southern sky
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IceCube Online analysis summary

• IceCube online event selections mature

• Online L2 selections useful event selections

• Online Optical/Gamma telescope alerts

• Real-time analysis programs (GRBs first)

• Online reconstructions as high of quality as those 
done offline

• Looking to speed many analyses in future seasons

• Online L2 sample ready for physics WG use in 
several mature analyses.

• Avoid delays of mass data processing in North.
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