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Antares DAQ (simplified)

Fig. 5. The processing of the data based on time slices. All frames belonging to the
same time window are sent to a single PC and form a time slice. The DataFilter
program running on each PC processes the data in the time slice. All physics events
are stored on disk (see Section 3.5).

frames belonging to the same time window is called a time slice. As a result, a
time slice contains all data that were registered during the same time interval
by all ARS chips in the detector. The DataFilter programs alternately receive
the frames belonging to the same time window from the off-shore processes via
the ControlHost server that runs on the same PC. Each DataFilter program
has to be finished with processing a time slice before it receives the next. This
imposes an optimisation of the configuration of the DataFilter programs in
terms of processing speed, and it determines the number of PCs required for
online data processing and the specifications of these PCs.

When a sufficient number of correlated single photo-electron (SPE) hits is
found that is consistent with a specific physics signal, the data are considered
as a physics event, that is written to disk. The period covered by a time slice
is chosen such that its duration is long compared to the duration of a physics
event in the detector (approximately 1 µs), in order to minimise the chance
of having an event crossing the boundaries of a time slice.

The algorithms implemented in the data processing software are designed to
find a physics signal by looking for space-time correlations in the data. From
the time of the SPE hits, and the positions of the PMTs, these algorithms
calculate in real time if hits could originate from light produced by this sig-
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Antares DAQ data format

ROOT files

hardware-centric data format
(TVC/AVC values, integer timestamps, ...)

no geometry/calibration information!

-> only usable with database access
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legacy data format (“.evt”)

start_event: 108 1
track_primary: 0 0.00 0.00 20268.04 0.338565 0.129254 -0.932023 0.79446E+04 0.00 14
weights: 0.27032872E+06 0.15213714E+19 0.48311763E+12
track_seamuon: 1 0.25 0.50 0.00 0.338531 0.129255 -0.932035 1164.360 76270.46 6
track_in: 1 -139.617 -74.827 313.971 0.339682 0.132405 -0.931174 0.157673E+03 -0.116604E+04 5 622.771
total_hits: 12
hit:      1   185       1.13      19.91       -5       1       1     19.17
hit:      2   187       1.20       8.78       -5       1       1      9.77
hit:      3   188       1.04       1.67       -5       1       1      3.48
hit:      4   189       1.46       6.27       -5       1       1      6.13
hit:      5   191       1.02      53.98       -5       1       1     54.00
hit:      6   194       1.27      84.39       -5       1       1     85.93
hit:      7   273       0.88     617.84       -5       1       1    615.61
hit:      8   281       1.02     433.48       -5       1       1    433.77
hit:      9   285       0.70     704.35       -5       1       1    703.24
hit:     10   149       0.84     686.73       -5       1       1    688.96
hit:     11   341       1.18     194.62        3       1       1    193.85
hit:     12   297       0.70     710.80       -3       1       1    711.23
end_event:
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(             )

old ANTARES tools
(read/write .evt text files)

“genhen” “mupage”

“geasim”

“reco”

“km3”
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DAQ simulation and data analysis

.evt .root

MC
format

DAQ
format

re-triggering/
trigger simulation/
etc.

“CalReal”
(reconstruction&analysis)
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IceTray for ANTARES: “SeaTray”

IceTray KM3NeT
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IceTray for ANTARES: “SeaTray”

IceTray Antares KM3NeT

“KM3Tray”

“SeaTray”

official software framework
for ANTARES & KM3NeT
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Antares modules in “SeaTray”

event input: .evt, .root, realtime (via ControlHost)

geometry input: MC, database, trigger/“nominal”

readout simulation: calibration, noise, OM 
response, full trigger

hit-filtering template module

reconstruction: std. Antares reco. modularized, 
other algorithms

event display: Antares-specific -> web display, root 
plotter, ...


