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GRAPES-3 is located in Ooty, India 
11.4o N lat., 76.7oE lon., 2200 m alt.  



• 400 plastic scintillator detectors (1 m2 area) with 8 m inter-separation spread over 25,000m2 

• 560 m2 muon telescope consisting 3712 proportional counters (6m x 0.1m x 0.1m).

                                   The GRAPES-3 Experiment 

25% of scintillators instrumented with 2 PMTs for extended density measurements (100 - 10,000 m-2 )

64 CHAPTER 3. DEVELOPMENT OF NEW SCINTILLATOR DETECTOR FOR GRAPES-3

fiber number was measured for a Bicron scintillator (BC-414, dimension 20 cm× 10 cm× 1 cm)

by another group [51] and their results also showed nonlinearity for larger number of fibers. Simi-

lar results were obtained by LHCb experiment at CERN for 64, 100, 144 fibers [72].
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Figure 3.21: A schematic of a dual-PMT fiber detector. Number of fibers from the scintillator to
high-gain PMT was 72 and to low-gain PMT was 24 [60].

Figure 3.22: Picture of an assembled dual-
PMT detector.

Figure 3.23: A fully assembled dual-PMT
detector.

3.7 New Detector Design

The main design goal for the new detector was to efficiently record shower particles over a large

dynamic range (1 – 10000 particles), to cover a wide range in the energy spectrum of the primary

cosmic rays from ∼ 1013 eV, where the particle density at the core is rather small; to ∼ 1017 eV

where the densities may reach several thousand particles m−2. Efficient detection of a single or a
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Figure 2.2: Schematic of an older GRAPES-3 scintillator detector. A muon telescope containing
two scintillator paddles used for single muon calibration is also shown.

cally shown in Fig. 2.2. Each detector consists of four identical blocks of plastic scintillators of

50× 50 cm2 in area and 5 cm in thickness that are placed inside a trapezoidal shaped light tight

aluminum container. The inner surface of the container are painted with a diffusing Titanium

dioxide (TiO2) based white paint. A 2 in diameter fast photo multiplier tube (PMT) is mounted

at 60 cm above the scintillator. A small fraction of emitted photons produced by passage of an

ionizing charged particle in the scintillator are guided to the PMT by multiple reflections from the

inner surface of the container. Subsequently the PMT converts the photons into an electrical pulse

with a typical rise time of 3 ns and an amplitude of ∼ -100 mV.

For accurate measurement of an EAS, it is required that the detector is sensitive enough to

measure single particles passing through it. For that the detector should produce a signal with a

clear separation from the noise. A low photon collection and large non-uniform response over the

detector surface due its geometry were the two limitations encountered in the older trapezoidal

 Single PMT conventional type  
 (photoelectron yield: 4-5)

Two-PMT WLS fiber type 
(photoelectron yield: 15-20)

 Each scintillator detector is designed to measure   
charged particle component and relative arrival times 



• A shower trigger is generated when minimum 
10 detectors observe above 0.5 equivalent 
minimum ionising particle. 

• The array records 4 million shower events per 
day in the TeV-PeV energy range with median 
energy of 15 TeV 

• Array has operated > 99% uptime. It has 
collected 15 billion showers since its operation 
in 2000

Chapter 2. The GRAPES-3 experiment
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Figure 2.1: Schematic of GRAPES-3 detector systems displaying single PMT SDs
(N), double PMTs SDs (N) and G3MT modules (⇤).

“fiber” detectors, which exhibit unique methods of collecting scintillation photons.
In addition, the fiber detectors are implemented with two different readout systems,
namely a single Photo-Multiplier Tube (PMT) and a double PMTs configuration.
The double PMTs SDs are placed strategically in a uniform layout to form a sub-
array with hexagonal geometry and an inter-detector separation of 16 m. The details
on the SDs are presented in subsection 2.1.1. Fig. 2.1 depicts the schematic of the
GRAPES-3 detector systems. The single and double PMTs SDs are denoted by blue
and red triangles, respectively, while open squares represent the G3MT modules.

The EAS array records the energy deposited and arrival time (t) of EAS sec-

29

 Muon telescope

    1 PMT Scintillator     2 PMT Scintillator

                                   GRAPES-3 Shower Data
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Fig. 5.2 Air shower trigger rate measured for the duration from 2014-2022. A clear increase in the

trigger rate from 35 Hz to 50 Hz can be observed in the September 2016.

To select the quality events out of 10 billion air showers, several selection criteria were applied

to the reconstructed data, similar to the quality cuts explained in the last chapter. These include

an adequate NKG fit, cores within the fiducial area, age within 0.2 to 1.8 and zenith angle within

45�. An additional cut was imposed on the air shower events, that it must have a matching

event recorded in the G3MT. This ensures that the air shower event must have a valid muon

content measured from the G3MT. As a result, a total of 5.37 billion events were selected for

further analysis.

5.2.2 Point spread function for the GRAPES-3 EAS array

The accuracy of air shower arrival reconstruction is determined by the Point Spread Function

(PSF), which characterizes the spread in the distribution of angular distance between the ac-

tual and reconstructed directions. To calculate PSF, Monte-Carlo simulations are commonly

employed. In our study, we utilized the CORSIKA package (version-76900 [81]) to perform a

Monte-Carlo simulation, generating air showers with proton and gamma-ray primary particles.

The primary particles were generated with energies ranging from 10 TeV to 1000 TeV, following

a power law with an index of -2.7. In this simulation, we employed the EPOS model [121] for

high-energy interactions and the FLUKA [122] model for low-energy interactions. The events

were generated with zenith angles ranging from 0 to 45 and azimuthal angles from 0 to 360 .

The observation height was set to the altitude of the GRAPES-3 experiment (2200 m).

A total of 100,000 air showers were generated for both protons and gamma rays using the

advanced GRAPES-3 high-performance cluster. Each shower was randomly dispersed 10 times

within a circular area with a radius of 100 meters from the array centre. Consequently, a grand

total of 106 air shower events were used in this analysis. The CORSIKA generated coordinates

of the secondary particles are measured with reference from the shower core at the origin (X=0

Jan 2014 to Dec 2022



4.2. Reconstruction of EAS parameters
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Figure 4.2: A two-dimensional representation of the lateral distribution of
particle densities (⇢) recorded by the GRAPES-3 on 02 February 2014 at
13:49:03.0175029 IST.

distribution of ⇢ recorded by the GRAPES-3 for the same event mentioned in the last
section. The ⇢ is maximum near the EAS core and decreases as the distance from
the core increases. The lateral ⇢ distribution can be fairly described by the NKG
lateral distribution function. According to the NKG function, the ⇢ at a distance
(r) from the EAS core is given by,

⇢ =
Ne

2⇡r2m

�(4.5� s)

�(s)�(4.5� 2s)

✓
r

rm

◆s�2 ✓
1 +

r

rm

◆s�4.5

(4.3)

where rm = 103 m is Moliere radius for the GRAPES-3 observational site.
The values of Xc, Yc, s, and Ne are obtained by fitting the observed ⇢ with

the NKG function by employing the log-likelihood method. The probability (pi) of
detecting n

obs
i (=⇢

obs
i , because of the unit area of each SD) number of particles in i

th

SD, given an expected n
exp
i (=⇢

exp
i ) number of particles from the NKG function, is

expressed by the Poisson probability distribution and formulated as,

pi =
(⇢expi cos ✓)⇢

obs
i ⇥ e

�⇢expi cos ✓

⇢
obs
i !

(4.4)
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4.2. Reconstruction of EAS parameters
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Figure 4.3: Lateral distribution of particle densities (⇢) (black markers) recorded by
the GRAPES-3 on 02 February 2014 at 13:49:03.0175029 IST along with the NKG
fit curve (red curve).
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Figure 4.4: Core resolution (left) and shower size resolution as a function of log(Ne)
for ✓< 17.8� and Ne range corresponds to more than 90% trigger efficiency. The �r

and �Ne are calculated for the simulated EAS initiated by proton primaries.

Fig. 4.4 shows the variation of �Ne with shower size for ✓> 17.8� and Ne range that
corresponds to more than 90% trigger efficiency. The �Ne also improves with an
increase in the Ne from 40% at Ne = 104.1 to better than 3% for Ne� 105.5.
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                                      Shower Reconstruction 
• Shower parameters such as core location (Xc, Yc), size (Ne) and age (s) are obtained by 

fitting the observed lateral densities with NKG function  
• Direction of the shower (zenith and azimuth) are obtained by fitting a plane front to the 

observed relative arrival times

Motivation GRAPES-3 experiment Reconstruction Anisotropy Anisotropy simulation Results Backup

NKG Reconstruction

An event recorded by the GRAPES-3 scintillator array.
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M. Chakraborty et. al. (TIFR) Cosmic ray anisotropy January 7, 2024 8 / 37

Motivation GRAPES-3 experiment Reconstruction Anisotropy Anisotropy simulation Results Backup

Direction reconstruction
Relative arrival times are corrected for shower curvature and planar �t is performed
to get zenith (✓) and azimuth (�). This helps in improving angular resolution (Jhansi et.
al. JCAP 07(2020)024, Pattanaik et. al. PRD 106, 022009 (2022)).
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 Performances of the scintillator array  
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FIG. S7. Plot displaying the statistical (thick blue line) and
total systematic uncertainty (thick red line) in the estimation
of relative composition of proton primaries as a function of
shower size. The total systematic uncertainty was calculated
by adding the contribution of systematic uncertainty from
different sources, represented by dashed lines with different
colors, in quadrature.

TABLE S3. Systematic uncertainties (%) in estimating the
relative composition of proton primary using Gold’s unfold-
ing algorithm. See the text for the description of �i,ii,iii, �iv,v
and �vi. The last column represents the total systematic un-
certainty.

Ne �i,ii,iii(%) �iv,v(%) �vi(%) �total(%)

1.26⇥ 104 +0.04/�0.09 +3.69/�5.96 ±3.18 +4.87/�6.76
2.00⇥ 104 +0.08/�0.01 +3.04/�7.02 ±3.67 +4.77/�7.92
3.16⇥ 104 +0.04/�0.85 +2.43/�4.03 ±3.87 +4.57/�5.71
5.01⇥ 104 +0.05/�1.04 +1.70/�2.87 ±3.41 +3.80/�4.90
7.94⇥ 104 +0.25/�1.03 +0.59/�2.13 ±5.03 +5.07/�5.87
1.26⇥ 105 +0.44/�0.83 +0.00/�2.02 ±1.81 +1.86/�3.61
2.00⇥ 105 +0.77/�0.48 +0.33/�1.76 ±3.34 +3.44/�4.20
3.16⇥ 105 +0.84/�0.52 +0.69/�3.08 ±3.86 +4.01/�5.12
5.01⇥ 105 +1.09/�0.30 +0.00/�5.28 ±5.14 +5.25/�7.43
7.94⇥ 105 +1.80/�0.37 +0.00/�8.61 ±6.03 +6.29/�10.52

initial prior, and unfolding bias. Similarly, �iv,v repre-
sents the combined systematic uncertainty due to the dif-
ferent spectrum profiles to generate the response matrix
and smoothing. The �vi represents the systematic uncer-
tainty due to limited MC simulation dataset statistics.

S4. PROTON ENERGY RESOLUTION

The energy resolution and bias (offset) were calculated
with the aid of the MC simulations. As discussed in
section S1, two simulated datasets (set-1 from 1 TeV to
10 PeV and set-2 above 100 TeV with a single spectrum
of spectral index -2.7) were used to improve statistics for
higher shower size. Each set was divided into two parts to
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FIG. S8. Top: A two-dimensional representation of the
shower size and primary energy distribution on the log-log
scale, where color gradient represents the number of showers.
The symbols represent the median energy corresponding to
the median shower size with a bin width of 0.2 on a logarith-
mic scale, and the black line represents the linear fit. Bottom:
The energy resolution and bias for the proton primaries as a
function of reconstructed energy.

have two independent datasets. The first sub-dataset of
set-1 and set-2 was used to obtain a shower size to energy
relation. For each shower size bin of interest, the median
energy was plotted against the median shower size value
in the same bin on a log-log scale, as represented by the
violet circle symbol in the top panel of FIG. S8. The
error bars are smaller than the size of the symbol. A two-
dimensional distribution of shower size and energy is also
displayed on a finer bin width, where the color gradient
represents the number of EASs. The sharp change in the
color gradient visible at Ne = 105.0 is due to the higher
statistics of set-2. The shower size (Ne) to energy (E)
relation was modeled with a linear function given as,

logE = m⇥ logNe + c, (S12)

where c and m are the intercept and slope. The values of
c = 0.901 ± 0.006 and m = 0.909 ± 0.001 were obtained
from the fit represented by the black line in the top panel
of FIG. S8.

GRAPES-3 scintillator array response to primary CRs

Energy resolution Energy bias

Trigger efficiency
Core resolution
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 Scintillator array response to primary cosmic rays 

 Trigger efficiency

 Energy resolution and bias

Chapter 5. Data selection and energy calibration
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Figure 5.9: Left: Total acceptance (Aacc) of the GRAPES-3 EAS array as a function
of the primary energy for H, He, N, Al, and Fe initiated EASs for ✓ up to and 44.4�.
Right: Modelling of the GRAPES-3 Aacc using Richards function (Eq. 5.4) (black
curve) for proton primaries with ✓< 17.8� and primary energy region where the total
efficiency > 75%. The gray band represents the systematic uncertainties.

Table 5.6: Parameters obtained by fitting the acceptance (Aacc) plot for all simulated
primaries with Richards function (given in Eq. 5.4) in the primary energy range
where total efficiency > 75% and a ✓< 17.8�.

Simulated primary Parameters for Richards function

A ↵ µ ⌫

H 1196.6 7.28 4.29 3.09
He 1197.8 7.48 4.42 2.79
N 1199.6 7.17 4.62 1.65
Al 1198.2 8.14 4.69 3.24
Fe 1199.5 9.11 4.83 3.94

these 1000 random values of the Aacc within a given energy bin, given as,

�Aacc,i =

vuut 1

1000

1000X

n=1

(Aacc,ni � hAacc,ii)2, (5.13)

where hAacc,ii is the mean of the set of 1000 random values of the Aacc in i
th energy

bin and defined as,

hAacc,ii =
1

1000

1000X

n=1

Aacc,ni. (5.14)

The �Aacc (%) for all simulated primaries are listed in Table 5.7 in the primary energy
range where "tot> 75% and ✓< 17.8�.

95

 Acceptance

  60% @ 50 TeV  5 m @ 50 TeV
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Figure 5.6: Plot showing the modeling of the trigger efficiency "T with the Richards
function (Eq. 5.4) in the primary energy region where "T � 75% for proton initiated
EASs with ✓< 17.8�. The black curve represents the fit curve.

atmosphere increases, which leads to more attenuation of the secondary electrons. In
order to model the statistical fluctuations at higher energy, the "T plot is fitted with
the Richards function in the energy region where "T � 75%. The Richards function
(fRichards(ET )) is given as,

fRichards(ET ) =
A

(1 + (2⌫ � 1)e�↵(log(ET )�µ))
1
⌫

. (5.4)

where A, ↵, µ and ⌫ are the fit parameters. The Richards function reduces to
the logistic function for ⌫ = 1. The fitting of "T for the proton primaries with the
Richards function (Eq. 5.4) is illustrated in Fig. 5.6, where the black curve represents
the fitting curve. The reduced �

2 and fit parameters are also mentioned. The fit
parameters for all simulated primaries with ✓> 17.8� are presented in Table 5.3. The
aforementioned fit parameters are further used to calculate the primary energy that
corresponds to 90% of "T . The "T reaches 90% at approximately 40 TeV, 45 TeV,
60 TeV, 70 TeV, and 80 TeV for H, He, N, Al, and Fe, respectively.

The reconstruction efficiency, denoted as "R, is defined as the fraction of triggered
EASs that successfully meet the reconstruction quality criteria,

"R =


Nreconstructed

Ntriggered

�

coreswithin 50mfromcenter of EAS array

. (5.5)
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 Performances of the scintillator array (angular resolution) 
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   Angular Resolution  

• Angular resolution significantly improved after energy dependent shower front curvature correction (PhD thesis of 
Jhansi Bhavani). 

• GRAPES-3 angular resolution is now comparable to other experiments located at twice of higher altitude

15
D. Pattanaik et al,  Physical Review D, 106, 022009 (2022)

    Talk by D. Pattanaik 
   WG1/489, 13 Dec,12:15 

Moon shadow

D. Pattanaik,

DAE-HEP

Symposium

2022

Introduction

GRAPES-3

expt

Data

selection

Analysis

method

Results

Analysis method

Moon shadow: Background selection:

o
Ω

I A circular region of angular radius 3.5�

from the center of the Moon was selected.

I The region was then divided into 14
annular bins of equal bin width i.e. 0.25�.

I The central bin is comparable to the size
of the Moon (angular radius = ⇠0.26�).
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  Moon shadow  

GRAPES-3 being a particle detector array operates 24x7 and it has wide field of view. It can search for 
multi-TeV gamma ray sources in survey mode which requires a good angular resolution.

15

PhD synopsis

D. Pattanaik

Motivation

gamma rays

EAS

EAS detectors

GRAPES-3
expt

EAS array

G3MT

EAS reco.

Pedestal

Gain

NKG reco.

Direction reco.

Quality check

Moon shadow

�-rays search

Conclusion

Arrival direction reconstruction
Shower front:

Dependence of slope on size and age:

I Shower front is best explained by a curvature
surface centered at the shower axis.

I The slope of this curvature exhibit a dependence
on shower size and age.

V.B. Jhansi et al. JCAP 07(2020)024
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1 Clear agreement between Left-Right and Moon shadow method.
2 Significant improvements from the earlier analysis.
3 Despite lower altitude location (2200 m), the angular resolution of the

GRAPES-3 array is comparable to the experiments located at twice the
altitude of the GRAPES-3 experiment.

Published as, “D.Pattanaik et al. Phys. Rev. D, 106, 022009 (2022)”
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3.3. RECONSTRUCTION METHODOLOGY

Figure 3.11: Representation of an EAS arrival and TOF measurements. A direction projecting
perpendicular to shower plane points back to the incoming direction.

core increases. In general, the direction is estimated by fitting the shower front based

on the measured TOF information. The shower front is approximated to a plane and

fitted with equation of plane – projection perpendicular to the plane is the direction of

the PCR. The plane front is fitted by �
2 minimization of Eq. 3.9.

�
2 =

nX

i=1

[lXi +mYi + nZi + C(Ti � t0)]
2 (3.9)

l = sin(✓)cos(�) (3.10)

m = sin(✓)sin(�) (3.11)

n = cos(✓) (3.12)

74



6

   Inside view of 
muon telescope

   

GRAPES-3 Muon Telescope (Ooty, India, 11.4oN, 76.7oE, Rc = 17 GV)
          Records 4 x 109 muons per day,  Sensitivity: 1 part in 104

ISVHECRI 2022 6

Muon Telescope
• 16 muon modules 
• 3712 PRCs 
• Area: 560 m2 
• Energy threshold: sec(θ) GeV 
• 169 directions covering 2.3 sr 
• 4° angular resolution 
• 4 billion muons / day GRAPES-3 muon telescope (560 m2) 

PoS(ICRC2021)257

Triggerless Muon Data Acquisition System (TM-DAQ) A. Jain

(DWM) card. Using DWM control card the arrival time of muons with respect to EAS trigger
with resolution of 167 ns and pulse width with a resolution of 300 ns for all the hit counters are
transferred to EAS muon data card which interfaces the data to the computer (PC1). The logical OR
of all 58 PRCs output in a layer called layer-OR and coincidences of layer-OR signals like 2-fold,
3-fold, and 4-fold are monitored using monitor data card in multiplex mode.

An additional DAQ was designed and installed in the year 2000 as shown by dotted lines in
Figure 2(a) to record the directional flux of muons using an independent self trigger generated by
each muon module called a four fold trigger (4F-trigger). As shown in Figure 1(b) when a muon
passes through all the four layers of a module and hitting at least one PRC in each layer a coincidence
4F-trigger at the rate of ⇠3.2 kHz is generated by the module. The status of each PRC is latched in
pulse latch cards on the arrival of a 4F-trigger and stored in the large memory bank available on the
module control card. The data from all the four modules of a super-module is read every second
via a common control card and transferred to the computer (PC2) via a PCI interface card. Since
the trigger rate is very high and data volume becomes 1.5 GB / hour per super-module, totaling to
144 GB per day for all super-modules which was very large considering the available technology
for storage devices during year 2000. Thus to overcome that the DAQ system makes a histogram
for arrival directions every 10 s and stores them for further analysis which results in data volume of
4GB per day for all super-modules. The existing system which was designed two decades back is
working fine as desired, but it imposes challenges in terms of maintenance where all components are
getting obsolete and the interfaces used are outdated. Additionally, the current system functionality
can be further enhanced by improving on parameters like dead time, which is 15-20% presently.
The dead time is directly proportional to EAS trigger rate (⇠45 Hz), and considering the future
expansion of the plastic scintillator array, the expected EAS trigger rate will increase to ⇠100 Hz.
The dead time for existing muon DAQ would become very large and unacceptable.

Using an embedded system design approach a FPGA based compact, powerful and pro-
grammable TM-DAQ was designed, it overcomes all the bottlenecks of the existing system, and
provides finer resolution of data with complete flexibility to collate data between all modules. The
Figure 2(b) shows the block diagram of the new DAQ which utilizes essentially 2 numbers of FPGA
based cards where each one can interface with 158 independent PRCs. One of them is configured
as master and the other as a slave card, hardware for both of them are same and basic functionalities
are similar however, the master has an additional interface to communicate with PC via USB and in
future using TCP/IP protocol, the master card is also responsible for communication between slave
card to PC using SPI protocol the detail description of the functionality is covered in next section.

Figure 1: Schematic view of (a) A PRC and (b) PRC’s placement in a muon module

3

• Muon detector consists of 16 modules of  
   35 m2 area each. 
• Threshold of muons = 1 GeV 
• Muons recorded associated with each EAS 

trigger 
• Self triggered muons are recorded in 169 

directional bins with 4o resolution with a  
statistics of 4 billion muons per day  

Proportional counter 
filled with P10 gas



Fe

Zn

μ

 Fabrication of proportional counter 

Proportional counter fabrication at GRAPES-3. ~4000 successfully made.

Rust removal Hermetic seal fixing Evacuation 

P10 gas filling Long term test PRC spectrum 



 Muon telescope upgrade (560 m2 to 1130 m2)

1 5
74 2

13 3 814
1516 12 11
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An operational module 

Partial view of GRAPES-3 experiment including 
new muon telescope with 16 modules

Electrical PVC Conduit laying in New Muon Station

8

Challenges:
Slant Roof
Densely packed Reinforcement rods
Phased concreting of slabs
Adverse weather condition

ITEM UNITS

40mm PVC conduits 500 mts

25mm PVC conduits 1200 mts

Terminal Boxes 110 Nos

Junction Boxes 200 Nos



Chapter 3. GRAPES-3 Monte Carlo simulations

5.40 GeV (⌦) 18.05 GeV (e+) 0.81 GeV  (⌦)

Figure 3.4: GEANT4 simulation showing the response of EM component (top),
muons (middle) and hadrons (bottom) inside the module-0 for a proton-initiated
EAS. The energy and type of each incident particle are mentioned. The green, blue,
red and magenta color represents the particle tracks for �-rays, electrons (e±), muons
(µ±) and hadrons (proton, neutron, ⇡±), respectively.
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Chapter 3. GRAPES-3 Monte Carlo simulations

5.40 GeV (⌦) 18.05 GeV (e+) 0.81 GeV  (⌦)
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Figure 3.4: GEANT4 simulation showing the response of EM component (top),
muons (middle) and hadrons (bottom) inside the module-0 for a proton-initiated
EAS. The energy and type of each incident particle are mentioned. The green, blue,
red and magenta color represents the particle tracks for �-rays, electrons (e±), muons
(µ±) and hadrons (proton, neutron, ⇡±), respectively.
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4.3. Reconstruction of muon tracks
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Figure 4.5: PRC hits pattern (red) in X-Z (L-1 and Layer-3), and Y-Z planes (Layer-
0 and Layer-2) of all modules for an event recorded by G3MT. Blue lines represent
muons track, and magenta lines represent the projection of EAS direction in the
respective plane. PRCs with black color represents the dead PRC.
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 Geant4 response of a muon module  Tracking of muons in a shower event  

 550 gm cm-2 of concrete absorber. Threshold for muons = 1 GeV x sec(theta).

Concrete
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100− 50− 0 50
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FIG. 1. A schematic of GRAPES-3 detector components
showing plastic scintillator detectors (N), muon telescope con-
sisting of 16 modules (⇤). The red and black circles represent
the selection cuts on the reconstructed EAS cores (see text
for details). The red-filled area represents the fiducial area
for this analysis.

EAS trigger is generated by the SD array. The EAS pa-80

rameters such as core location (Xc, Yc), shower size (Ne),81

and age (s), were obtained by fitting the Nishimura-82

Kamata-Greisen (NKG) function [19, 20] to the observed83

particle densities [21] and its angle (✓, �) was determined84

with a plane fit to the observed relative arrival times85

[22]. The G3MT is designed to record muons of energy86

> 1 GeV associated with the EAS by absorbing the elec-87

tromagnetic component through a shield of concrete ab-88

sorber of 550 g.cm�2. The muons in an EAS are counted89

after reconstructing their tracks in PRC layers along (✓,90

�) of the EAS obtained from the SD data [23].91

MC simulations.— CR primaries including H, He, N,92

Al, and Fe were simulated using CORSIKA [24] package93

of version 7.6900 to generate EAS at the GRAPES-3 lo-94

cation. Post-LHC QGSJET-II-04 [25] and FLUKA [26]95

hadronic interaction generators were used above and be-96

low 80GeV, respectively. Elements N, Al, and Fe rep-97

resent the light (C, N, O), medium (Mg, Al, Si), and98

heavy (Mn, Fe, Co) mass groups in the PCRs. A total99

of 6.1⇥ 107 EAS were simulated in the energy range of100

1 TeV to 10PeV per particle for each primary in 20 equal101

width logarithmic bins with spectral index of �2.5 (see102

section 3.1 of [23] for details). A single spectrum from103

1 TeV to 10 PeV was produced from the pre-generated104

20 bins using a spectral index of -2.7 by appropriately105

weighting the event contents of each bin. Each EAS was106

reused ten times with a random core location in a cir-107

cular area of radius 150 m from the center of the array108

(�13.9 m, 6.3 m) (set-1). A similar spectrum was gener-109

ated from 100 TeV to 10 PeV to improve the statistics110

at higher energy (set-2). Each EAS in set-2 was ran-111

domly thrown ten times in a circular area of radius 60 m112

from the center of the array instead of 150 m radius used113

for set-1 data which further increased the statistics of114

events (by a factor of 6.25). We could make this choice115

considering the EAS core selection area for the analysis116

to be 50 m from the center of the array and taking the117

advantage of the good core resolution at higher energy118

(⇠3 m at 100 TeV, which improves to ⇠0.5 m at 1 PeV).119

The response of the G3MT to all the particles, includ-120

ing electrons, gamma-rays, muons, and hadrons, were121

simulated using the GEANT4 package [27], and muon122

tracks were reconstructed for each triggered EAS [23].123

To estimate various systematic and quality checks for the124

unfolding procedure, the MC simulations with spectral125

features proposed by two well-known cosmic ray compo-126

sition models, namely Gaisser-Stanev-Tilav (GST) [15]127

and H4a [28], were used.128

Dataset and selection cuts.— For this analysis, the129

data recorded by the SD array from 1 January 2014 to130

26 October 2015 were used which comprised 1.75⇥ 109131

EASs. The same set of selection cuts was applied to en-132

sure that both the observed and the MC simulation re-133

constructed datasets were treated identically. The value134

of s was confined between 0.02 and 1.98 to avoid poorly135

reconstructed EASs, converging to their limits [0, 2].136

The reconstructed showers were selected with core within137

50 m radius from the center of the array represented by138

the red circle in FIG. 1. This is to limit the contamina-139

tion of mis-reconstructed EASs to < 1% due to the core140

landing near the edge or outside the array. Further, EAS141

cores landing beyond 60 m radius from the center of the142

G3MT as represented by the black circle in FIG. 1, but143

within the red circle area were selected to minimize the144

hadron punch-through contribution to < 2% [23]. The145

✓ was selected below 17.8� to minimize the systematics146

caused by the inclined events. To reduce the systemat-147

ics caused by low trigger efficiency, Ne > 104 was used,148

which ensured > 90% trigger efficiency. Additionally,149

the daily observed Ne spectrum was manually compared150

with the average monthly spectrum. The days in which151

it deviated by more than ±2% where one standard devia-152

tion statistical fluctuation is ⇠0.62% or showed a system-153

atically increasing/decreasing trend were excluded from154

the analysis. Abnormalities in the associated electronics155

channels or data acquisition system caused this problem.156

After applying all the selection cuts, the surviving EASs157

were 7.81⇥ 106, with a live time (Tlive) of 3.97⇥ 107 s158

(⇠460 days). The number and percentage of observed159

EASs surviving after each quality cut are listed in the160

second and third columns of TABLE S7 of the Supple-161

mental Material (SM) [40]).162

Analysis.— The sensitivity of MMDs to the nature of163

CRs has already been reported [18, 21, 29]. Here the164

observed MMD along with Ne was used to extract the165

relative composition of the proton and other contribut-166

ing primaries using an unfolding procedure. The same167

procedure was applied to measure the energy distribu-168

tion of proton primaries from a subset of the observed169

Ne distribution obtained by using the relative contribu-170

Composition Analysis: Data selection and quality cutsIntroduction & motivation GRAPES-3 experiment MC Simulations Selection cuts and energy calibration Mass composition estimation Proton energy spectrum Conclusion

Selection quality cuts and data summary

Z GRAPES-3 data: 1 January 2014 to 26 October 2015.

Quality cut Number of
surviving

EASs

% of
surviving

EASs

1. Triggered 1.75✓109 100.0

2. Abnormal days based on Ne spectrum 1.58✓109 90.0

3. Successful event matching & muon
tracking

1.17✓109 66.8

4. Angle and NKG reconstruction 8.47✓108 48.3

5. Shower age (s) between 0.02 and 1.98 8.41✓108 48.0

6. Circular area within 50 m radius 3.96✓108 22.6

7. Zenith angle < 17.8` 1.33✓108 7.5

8. Hadron punch-through < 2% 6.27✓107 3.6

9. 104.0 & Shower size (Ne) < 106.0 7.81✓106 0.4
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• Showers were selected within 50m from the centre of the array to exclude those landing 
outside the array while getting mis-reconstructed to be inside the array less than 1%.  

• Showers were selected beyond 60 from the centre of the muon modules to restrict the hadron 
punch-through less than 2%.



5.3. Trigger and reconstruction efficiency
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Figure 5.3: Shower size (Ne) distribution of observed data, represented by the black
dashed line, for a time period from 1 January 2014 to 26 October 2015 after applying
the quality cuts. The filled region shows the subset of shower distribution used in
this analysis.

used in this analysis after the implementation of Ne cut. The Ne distribution shows
a cutoff of near 107.6 due to the saturation of the HG PMTs near the EAS core. The
correction of HG PMTs to account for saturation is part of a separate analysis [121],
thus not explained here. Given that the Ne range utilized in this particular analysis
is sufficiently restricted to the range which remains unaffected by the saturation of
PMT, it follows that no correction for PMT saturation is required of this analysis.

5.3 Trigger and reconstruction efficiency

A trigger criterion is needed to select and record a valid EAS signal from the back-
ground to optimize the data recording and processing system. The GRAPES-3
experiment uses two-level trigger criteria for selecting the EAS data, as explained
in subsection 2.1.2. The trigger efficiency, denoted as "T , is defined as the fraction
of EASs that satisfy both Level-0 and Level-1 trigger criteria relative to the total
EASs that are incident in a circular area of 50 m in radius centered around the EAS
array,

"T =


Ntriggered

Ntotal

�

coreswithin 50mfromcenter of EAS array

. (5.3)
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Showers selected for this analysis



Chapter 6. Mass composition measurements
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Figure 6.1: Normalized MMDs of all simulated primaries for 4.6 log(Ne)< 4.8 and
✓< 17.8�. The mean value of Nµ for each simulated primary is also mentioned.

given as,

NBD(Nµ;µ, �) =
�
⇣
Nµ +

µ2

�2�µ

⌘

�(Nµ + 1)�
⇣

µ2

�2�µ

⌘
⇣
µ

�2

⌘ µ2

�2�µ

✓
�
2 � µ

�2

◆Nµ

, (6.1)

where µ and � are fit parameters representing the mean and standard deviation of
the MMD, respectively. Therefore, the normalized MMD of each simulated primary
is fitted with NBD function for effectively modeling the statistical uncertainties for
each Ne bin. Fig. 6.2 depicts the modeling of normalized MMDs of proton (red)
and iron (cyan) primaries with the NBD function (represented black curves) for
4.6 log(Ne)< 4.8 and ✓< 17.8�. The statistical mean and standard deviation of
MMD, as well as fitted µ and �, are also mentioned in the figure. The µ and �

exhibit a good agreement with the statistical mean and standard deviation of the
corresponding MMD. The chi-square per number of degrees of freedom (�2

/ndf)
of the fitting is plotted against the log(Ne) to express the fitting quality. Fig. 6.3
shows the value of �2

/ndf as a function of Ne for proton and iron in the left and
right panels, respectively. The �

2
/ndf for fitting is close to unity for all simulated

primaries.

In Fig. 6.4, the variation of fitted values of µ and � with respect to Ne is displayed
in the left and right panels, respectively. The data is plotted on a log-log scale for all
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6.1. Muon multiplicity distributions (MMDs)
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Figure 6.2: Modeling of normalized MMDs of proton and iron with NBD function,
Eq. 6.1, for 4.6 log(Ne)< 4.8 and ✓< 17.8�. The black curves represent the fit
curves. The statistical and fit parameters are also mentioned.
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Figure 6.3: Plot showing the chi-square per number of degrees of freedom (�2
/ndf)

obtained by fitting the MMD of the proton (left) and iron (right) primaries with
NBD function for different Ne bins.

simulated primaries. The statistical µ and � for the observed data are also plotted
and found to be well-confined between the corresponding fitted µ and � for simulated
proton and iron primaries, which represent the extreme limits. The values of µ and
� systematically increase with an increase in Ne for a given simulated primary. It
can be understood as follow, a primary with higher energy/Ne have a deeper Xmax

with a larger lateral spread of the EAS. Therefore, more EAS muons are produced
at the observational level with a wider spread, resulting in higher values of µ and
� of observed MMDs. The dependence of fitted µ and � on the Ne is further
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 Muon multiplicity distribution (MMD): Monte Carlo

Chapter 6. Mass composition measurements
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Figure 6.4: Variation of the fitted µ (left) and � (right) with Ne on a log-log scale
for all simulated primaries with ✓< 17.8�. The statistical µ and � for the observed
data are also plotted.
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Figure 6.5: Plot showing the parameterization of the µ (left) and � (right) with Ne

for proton and iron primaries in a ✓ range of 0.0� - 17.8�. The solid curves represent
the parameterization curves. The �

2
/ndf and fit parameters are also mentioned for

both primaries.

parameterized for each simulated primary. Extrapolation of this parameterization
can be used to calculate the µ and � at higher shower sizes, which may be subject
to limited statistics, and Eq. 6.1 can be used to generate the corresponding MMD.

A linear function is used to parameterize the correlation between the value µ and
Ne. However, the variation of fitted � is found to be non-linear and parameterized
with a second-order polynomial function. The left and right panels of Fig. 6.5 show
the parameterization of fitted µ and �, respectively, with Ne for proton and iron pri-
maries with ✓< 17.8�. The solid curves represent the parameterization curves. The
�
2
/ndf and fit parameters (A, B, C, D, and E) obtained from the parameterization

are also mentioned in Fig. 6.5. Table 6.1 presents the fit parameters acquired from
the parameterization applied to all simulated primary data. For a given Ne bin, the
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Figure 6.4: Variation of the fitted µ (left) and � (right) with Ne on a log-log scale
for all simulated primaries with ✓< 17.8�. The statistical µ and � for the observed
data are also plotted.
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Figure 6.5: Plot showing the parameterization of the µ (left) and � (right) with Ne

for proton and iron primaries in a ✓ range of 0.0� - 17.8�. The solid curves represent
the parameterization curves. The �

2
/ndf and fit parameters are also mentioned for

both primaries.

parameterized for each simulated primary. Extrapolation of this parameterization
can be used to calculate the µ and � at higher shower sizes, which may be subject
to limited statistics, and Eq. 6.1 can be used to generate the corresponding MMD.

A linear function is used to parameterize the correlation between the value µ and
Ne. However, the variation of fitted � is found to be non-linear and parameterized
with a second-order polynomial function. The left and right panels of Fig. 6.5 show
the parameterization of fitted µ and �, respectively, with Ne for proton and iron pri-
maries with ✓< 17.8�. The solid curves represent the parameterization curves. The
�
2
/ndf and fit parameters (A, B, C, D, and E) obtained from the parameterization

are also mentioned in Fig. 6.5. Table 6.1 presents the fit parameters acquired from
the parameterization applied to all simulated primary data. For a given Ne bin, the
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4

in the simulated MMD. For both primaries, the MMDs138

obtained from simulation and parameterization show a139

good agreement with each other within statistical fluctu-140

ations.141

B. Unfolding of observed MMD142

Let ~Nµ be the observed muon multiplicity vector, and143

n(Nµ,↵) represents the number of EASs in the ↵th bin144

of the observed MMD, and ~A be the composition vec-145

tor such that n(Ai) represents the number of EASs con-146

tributed by the ith primary. The relative composition of147

ith primary (ai) is calculated as,148

ai =
n(Ai)P5
j=1 n(Aj)

. (S4)

Gold’s algorithm is an iterative method, and the ith ele-149

ment of the composition vector ( ~Ak+1) for (k+1)th iter-150

ation was estimated from ~Ak as,151

n(Ak+1
i ) = n(Ak

i )
(R1

TCTC ~Nµ)iP5
j=1(R1

TCTCR1)ij n(Ak
j )

, (S5)

where C is the error matrix for the observed data such152

that C↵� = �↵�/
p

n(Nµ,↵) (assuming Poisson) and �↵�153

is the Kronecker delta. The relative composition pro-154

posed by the GST model was used for the initial guess155

of ~A. The average statistical uncertainty (�) in the esti-156

mate of ~A increases, and the average bias (b) introduced157

by the unfolding algorithm decreases with an increase in158

the iteration number. The optimal balance between the159

statistical uncertainty and bias was achieved at the mini-160

mum value of weighted mean square error (WMSE) [7, 8].161

The WMSE for kth iteration is defined as,162

WMSEk =
1

m

mX

i=1

(�k
i )

2 + (bki )
2

Ak
i

, (S6)

where m = 5 is the number of assumed primary groups.163

For further details on WMSE, see section 11.7 of [7]. At164

each iteration, � and b were estimated by generating 50165

samples from observed Nµ and the template of ~A ( ~Atemp)166

using the bootstrap method described in [9]. The ~Atemp
167

represents the best guess of the ~A for the WMSE calcu-168

lation. The iteration corresponding to minimum WMSE169

was identified as the optimal stopping iteration. The fi-170

nal relative composition was smoothed using a weighted171

running average (Savitzky–Golay filter) to reduce fluctu-172

ations in the observed Ne distribution subsample, which173

was used to measure energy distribution.174

C. Proton relative composition175

A comparison of the normalized observed MMD with176

the resultant curve obtained by adding the MMD curves177
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FIG. S6. Comparing the normalized observed MMD (black
circles) with the resultant curve (cyan curve) obtained by
adding the MMD curves of all simulated primaries (different
colored curves) scaled by their relative composition estimated
from the Gold’s unfolding, for 4.6  log(Ne) < 4.8.

TABLE S2. Relative composition of proton primary esti-
mated using Gold’s unfolding procedure for the GRAPES-3
data. The statistical and systematic uncertainties are men-
tioned.

Ne a1 ± �stat1 + �sys1 � �sys1

1.26⇥ 104 0.650± 0.002+ 0.032� 0.044
2.00⇥ 104 0.558± 0.002+ 0.027� 0.044
3.16⇥ 104 0.465± 0.002+ 0.021� 0.027
5.01⇥ 104 0.436± 0.003+ 0.017� 0.021
7.94⇥ 104 0.432± 0.004+ 0.022� 0.025
1.26⇥ 105 0.435± 0.005+ 0.008� 0.016
2.00⇥ 105 0.440± 0.007+ 0.015� 0.018
3.16⇥ 105 0.446± 0.008+ 0.018� 0.023
5.01⇥ 105 0.462± 0.011+ 0.024� 0.034
7.94⇥ 105 0.470± 0.016+ 0.030� 0.049

of all simulated primaries scaled by their relative compo-178

sition estimated from the unfolding procedure is shown179

in FIG. S6 for 4.6  log(Ne) < 4.8. Both show a good180

agreement with a �2/dof of 3.0 (127.5/42).181

The relative composition of proton primaries (a1) for182

GRAPES-3 data is listed in TABLE S2 along with the183

statistical (�stat1 ) and systematic (�sys1 ) uncertainties.184185

D. Estimation of systematic uncertainties186

The contribution from the following sources of system-187

atic uncertainty was estimated.188

(i) Unfolding Algorithm:— The composition of all189

primary groups was extracted using Gold’s unfolding al-190

gorithm. The systematic uncertainty was calculated from191

the deviation in the relative composition of proton pri-192

maries obtained from the Bayesian unfolding [10] with193

Gold’s unfolding for each Ne bin. The Bayesian unfold-194

Introduction & motivation GRAPES-3 experiment MC Simulations Selection cuts and energy calibration Mass composition estimation Proton energy spectrum Conclusion

Mass composition: Gold’s Unfolding algorithm

Z For each Ne bin,

ÑNµ = R1
ÑA. (5)

Z R1 is generated using the simulation datasets (1 and 2) with the
spectral slope of �2.7.
Z Gold’s algorithm is iterative unfolding; number of iterations �
regularization parameter.

n(Ak+1
i ) = n(Ak

i ) (R1

T
C
T
C ÑNµ)i

<j (R1
T
C
T
CR1)ji n(Ak

j ) = n(Ak
i ) ÑN ¨

µ,i

ÑNk
µ,i

. (6)

where C↵� =
�↵�’
n(Nµ) .

Z Composition proposed by GST composition model used as prior.

Z Convergence of Gold’s algorithm � �2-minimization.

(�2)k = 1
5

5

=
i=1

⇥n(Nk
µ,i ) � n(N ¨

µ,i )�2
n(N ¨

µ,i ) , (7)
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 Fitting MMD and Extraction of Composition

• Observed MMD cannot be described either H or Fe requiring intermediate masses.   
• For a given Ne bin, response matrix is generated using MC simulation and Gold’s 

unfolding algorithm is used for relative composition for the five mass groups.
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Figure 6.18: A comparison of the normalized observed MMD (black solid circle) with
the resultant MMD curve (cyan-colored curve) for 4.6 log(Ne)< 4.8 and ✓<17.8�.
The resultant MMD is obtained by adding the MMD curves (represented by colored
curves) of all simulated primaries scaled by their relative composition estimated from
the Gold’s unfolding.
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Figure 6.19: Relative composition of proton primaries (a1) obtained from the
GRAPES-3 data using Gold’s unfolding as a function of Ne. The error bar rep-
resents the statistical uncertainties (�stat.), and the gray band represents the total
statistical uncertainty (�sys.).
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Observed relative composition of proton primaries

4.0 4.5 5.0 5.5 6.0
e

log N
30

40

50

60

70

R
el

at
iv

e 
co

m
po

si
tio

n 
(%

)

]°, 17.8°: [0.0θ GRAPES-3: H

Systematic uncer.

4.0 4.5 5.0 5.5 6.0
e

log N
20−

10−

0

10

20

U
nc

er
ta

in
tie

s 
(%

)

Unfold. algo. Unfold. Prior Unfold. Bias.
Spectral profile Smoothing Lim. MC stat.
Total sys. uncer.

Stat. uncer.

Z Relative composition of proton primary (a1)

1. 65± 0.3+4.9�6.8% at Ne = 104.1.

2. 47± 3.5+6.3�10.5% at Ne = 105.9.

Z Di↵erent spectral profiles to generate the response matrix (within +3.7%/�5.8% to +0%/�7.6%).

Z Limited statistics of MC simulations (from 3.2% to 6.0%).

F. Varsi (IITK) Cosmic ray proton spectrum by GRAPES-3 October 19, 2023 23 / 32

Relative composition for proton primary 
was obtained for each shower size (Ne) 
separately.

Systematics uncertainties from 
different sources. Limited MC statistics 
and differential spectral profiles are the 
dominant sources of uncertainties. 



Chapter 7. Cosmic rays proton energy spectrum
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Figure 7.1: A comparison of the Ne distribution of proton primaries (Ne1), repre-
sented as the red shaded area, and the Ne distribution for the GRAPES-3 observed
data (obsNe) (top) and simulated GST composition model (bottom), represented as
the black shaded area. The statistical uncertainty is calculated by using Eq. 7.3 and
is represented by error bars.

(n(Ne1,↵)) can be expressed as follows,

n(Ne1,↵) = n(obsNe,↵)a1↵. (7.2)

The top panel of Fig. 7.1 presents a comparison between the obs
Ne distribution

for the GRAPES-3 experiment data, depicted by the black shaded area, and the
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7.3. Correction for miss and fake events
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Figure 7.2: The response matrix (R2) for proton primaries showing the probability
(color gradient) of an EAS from a given energy bin E is reconstructed in a given
shower size bin Ne. It is generated using the MC simulation dataset with a spectral
slope of �2.7. The black lines enclose the shower size range of interest for this
analysis.

7.3 Correction for miss and fake events

The unfolding process makes use of the R2, which is generated by applying all
selection quality cuts, with the exception of the core distance cut of 60 m from the
center of the G3MT. The R2 is defined in the Ne and primary energy phase space.
This implies that each EAS contributing to the R2 is present in the Ne1 as well
as E1 distributions. Nonetheless, it is worth noting that due to the finite core and
angular resolution, some EASs belonging to energy distribution may not present
in size distribution or vice versa. This is particularly true for EASs with shower
core (Xc, Yc) and direction (✓) that fall near the boundary of selection cuts. The
transfer effects exhibit asymmetry in both the phase spaces of Ne and energy. Thus,
correction factors for these transfers are calculated with the aid of MC simulations
and subsequently applied to data iwithin their corresponding phase spaces.

A miss EAS is a term used to describe an EAS that is present in the energy
distribution but is not observed in the shower size distribution. The left panel of
Fig. 7.3 illustrates the relationship between the fraction of the missed EASs (fmiss)
and primary energy for proton-initiated EASs. The error bars in the graph represent
the corresponding statistical uncertainty. The fmiss exhibits a decrease from nearly
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  Shower size distribution for proton and unfolding 

Response Matrix 

Shower size distribution for proton primary  
was obtained  from all particle distribution  
using proton composition 

Response matrix relating true energy 
and shower size was generated using 
Monte Carlo data  
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Figure 8.1: Modeling of the energy spectrum for the proton primary measured from
the GRAPES-3 data (depicted by red markers) with the SBPL (given in Eq. 8.1)
function by considering only statistical uncertainties (top) and the total uncertain-
ties obtained by adding the statistical and systematic uncertainties in quadrature
(bottom). The black line represents the fit curve, and corresponding fit parameters
are also mentioned.

with a �
2/ndf = 3.36/3. The top panel of Fig. 8.1 shows the proton spectrum (de-

picted by red markers) fitted with the SBPL function, taking into account solely the
statistical uncertainties. The resulting fit is represented by the black curve. The fit
parameters are also mentioned. However, when considering the combined statistical
and systematic uncertainties in quadrature during the modeling, the values of fit
parameters obtained from the SBPL fitting are,

�0 = (1.367 ± 0.092) ⇥ 104 m�2
sr

�1
s
�1 GeV�1

,

Eb = 164.9 ± 53.5TeV,

�1 = �3.10 ± 0.18,

�2 = �2.59 ± 0.09,

w = 0.16 ± 0.39,

(8.3)

with a �
2/ndf = 0.16/3. The result of the fitting of the proton energy spectrum with

the SBPL by considering statistical as well as systematic uncertainties is illustrated
in the bottom panel of Fig. 8.1, along with the fit parameters.

The significance of the spectral break/hardening is examined through a compar-
ative analysis of the fitting results obtained from the SBPL with a single power law
function, described by the form,

�PL(E) = �0

✓
E

50TeV

◆�

, (8.4)

164

The observed spectral hardening by GRAPES-3 above165 TeV challenges the long-
held belief that the spectrum is described by a simple power-law below the Knee. 

7.3. Correction for miss and fake events

410 510 610 710
Energy (E) [GeV]

310

410

510

610

) e
Sh

ow
er

 s
iz

e 
(N

5−10

4−10

3−10

2−10

1−10

1

pr
ob

ab
ili

ty
Figure 7.2: The response matrix (R2) for proton primaries showing the probability
(color gradient) of an EAS from a given energy bin E is reconstructed in a given
shower size bin Ne. It is generated using the MC simulation dataset with a spectral
slope of �2.7. The black lines enclose the shower size range of interest for this
analysis.

7.3 Correction for miss and fake events

The unfolding process makes use of the R2, which is generated by applying all
selection quality cuts, with the exception of the core distance cut of 60 m from the
center of the G3MT. The R2 is defined in the Ne and primary energy phase space.
This implies that each EAS contributing to the R2 is present in the Ne1 as well
as E1 distributions. Nonetheless, it is worth noting that due to the finite core and
angular resolution, some EASs belonging to energy distribution may not present
in size distribution or vice versa. This is particularly true for EASs with shower
core (Xc, Yc) and direction (✓) that fall near the boundary of selection cuts. The
transfer effects exhibit asymmetry in both the phase spaces of Ne and energy. Thus,
correction factors for these transfers are calculated with the aid of MC simulations
and subsequently applied to data iwithin their corresponding phase spaces.

A miss EAS is a term used to describe an EAS that is present in the energy
distribution but is not observed in the shower size distribution. The left panel of
Fig. 7.3 illustrates the relationship between the fraction of the missed EASs (fmiss)
and primary energy for proton-initiated EASs. The error bars in the graph represent
the corresponding statistical uncertainty. The fmiss exhibits a decrease from nearly
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 GRAPES-3 Proton Energy Spectrum from 50 TeV - 1.3 PeV

A



Comparison with space and ground-based experiments 

• Overlap with direct measurements with a flux agreement < 10% 
• Observation of a spectral hardening above 165 TeV
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FIG. 4. Cosmic ray proton energy spectrum measured with
the GRAPES-3 data (red circles) compared with results from
direct and indirect observations (see text for references). The
statistical error bars are smaller than the marker size and the
gray band represents systematic uncertainty.
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FIG. 5. The GRAPES-3 proton energy spectrum (red mark-
ers) fitted with the PL (Equation 4) and SBPL (Equation 5),
represented by the blue dashed line and black line, respec-
tively.

tainty. The measurements agree well with the CREAM-348

I-III observations at the lower energy side, especially in349

the energy range from 100 TeV to 250TeV. There is a350

good agreement with DAMPE within systematic error at351

80 TeV. The first data point for GRAPES-3 measurement352

has a relatively higher flux than DAMPE, CREAM-III,353

ISS-CREAM, and CALET but is lower than the NU-354

CLEON KLEM observation. On the higher energy side,355

the GRAPES-3 measurement shows good agreement with356

the KASCADE QGSTJET 01 within the statistical un-357

certainties. However, this measurement exhibits a sys-358

tematically higher flux than the KASCADE SIBYLL-359

2.1 and KASCADE QGSJET-II-02. The current results360

are also significantly different from the earlier results of361

GRAPES-3 obtained using SIBYLL-2.1 and QGSJET 01362

hadronic interaction models [21]. It is to be noted that363

the SIBYLL-2.1, QGSJET 01, and QGSJET-II-02 are364

pre-LHC models where significant difference in the muon365

production is observed among the models. However, the366

post-LHC models show only a few percent difference in367

the muon number. But the difference is 20-50% as com-368

pared to the pre-LHC model SIBYLL-2.1 as discussed in369

Ref. [38].370

A spectral break is observed between 100 TeV and371

200 TeV. The earlier analyses did not reveal this feature372

where a Gaussian method was used [21, 29]. The ob-373

served Ne distribution is subject to systematic smear-374

ing under the influence of inherent fluctuations in the375

EAS development, detector resolution, trigger, and re-376

construction efficiencies. The unfolding method is used377

to address this issue. To assess the effectiveness of the378

unfolding in contrast to the Gaussian method, we carried379

out a simulation test with a known input spectrum (de-380

tails in S8 of SM [40]). We observed that the unfolding381

method reproduces the input spectrum unlike the Gaus-382

sian method which shows a dependency on the chosen383

spectral profile for the EAS simulation.384

The significance of the spectral break was studied by385

comparing the fit results from a single power law (PL)386

with a spectral index (�) of form,387

�PL(E) = �0

✓
E

50TeV

◆�

, (4)

where �0 is the flux normalization constant at 50 TeV388

and a smoothly broken power law (SBPL) of form,389

�SBPL(E) = �0

✓
E

50TeV

◆�1
"
1 +

✓
E

Eb

◆ 1
w

#(�2��1)w

,

(5)
where Eb is the energy corresponding to the position of390

spectral break, �1 and �2 are the spectral indices be-391

fore and after the spectral break, and w is the smooth-392

ness parameter for the spectral break. FIG. 5 shows the393

fit results of the GRAPES-3 proton spectrum with the394

blue dashed line representing the PL function and the395

black line representing the SBPL function. It can be396

noted that only statistical uncertainties have been con-397

sidered in this fit. The fit parameters are �0 = (2.70398

± 0.01)⇥ 10�9 m�2sr�1s�1GeV �1 and � = �2.95± 0.01399

with �2
PL/ndf = 897.90/6 for the PL function. The SBPL400

fit gives �0 = (2.82 ± 0.01)⇥ 10�9 m�2sr�1s�1GeV �1,401

Eb = 166± 8 TeV, �1 = �3.12± 0.02, �2 = �2.56± 0.02,402

and w = 0.22± 0.06 with a �2
SBPL/ndf = 3.36/3. The403

improvement in the fit result using the SBPL function404

with respect to the PL function was quantified by the405

difference in the �2 obtained in both cases, as ��2 =406

�2
PL��2

SBPL. The �2 is reduced by 894.54 for increasing407

three more free parameters, leading to a significance of408

29.7�. Considering both statistical and systematic un-409

certainties in the fit, the calculated significance is 3.2�410

with a break at energy 164± 55 TeV and spectral in-411
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direct and indirect observations (see text for references). The
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spectral break, �1 and �2 are the spectral indices be-391

fore and after the spectral break, and w is the smooth-392

ness parameter for the spectral break. FIG. 5 shows the393

fit results of the GRAPES-3 proton spectrum with the394

blue dashed line representing the PL function and the395

black line representing the SBPL function. It can be396

noted that only statistical uncertainties have been con-397

sidered in this fit. The fit parameters are �0 = (2.70398

± 0.01)⇥ 10�9 m�2sr�1s�1GeV �1 and � = �2.95± 0.01399

with �2
PL/ndf = 897.90/6 for the PL function. The SBPL400

fit gives �0 = (2.82 ± 0.01)⇥ 10�9 m�2sr�1s�1GeV �1,401

Eb = 166± 8 TeV, �1 = �3.12± 0.02, �2 = �2.56± 0.02,402

and w = 0.22± 0.06 with a �2
SBPL/ndf = 3.36/3. The403

improvement in the fit result using the SBPL function404

with respect to the PL function was quantified by the405

difference in the �2 obtained in both cases, as ��2 =406

�2
PL��2

SBPL. The �2 is reduced by 894.54 for increasing407

three more free parameters, leading to a significance of408

29.7�. Considering both statistical and systematic un-409

certainties in the fit, the calculated significance is 3.2�410

with a break at energy 164± 55 TeV and spectral in-411

dices are �3.10± 0.19 and �2.59± 0.09 before and after,412

respectively. An independent measurement of the pro-413

ton+Helium spectrum up to 316 TeV by DAMPE (a di-414

rect experiment) suggests a hardening at ⇠150 TeV [39].415

The observed spectral break contradicts the description416

of the CR spectrum with a single power law up to the417

Knee and requires more complex models, such as those418

where multiple classes of sources with different rigidity419

cutoffs contribute to the flux [14, 15].420

5

310 410 510 610 710
Energy (E) [GeV]

410

]
1.

7
 G

eV
-1

 s
-1

 s
r

-2
 [m

2.
7

E×
(E

)
Φ

ATIC-2 (2009)
CREAM-I+III (2017)
NUCLEON KLEM (2019)
DAMPE (2019)
CALET (2022)
ISS-CREAM (2022)
KASCADE (2005, QGSJET 01)
KASCADE (2005, SIBYLL-2.1)
KASCADE (2013, QGSJET-II-02)
ICETOP (2019, SIBYLL-2.1)
GRAPES-3 (2012, QGSJET 01)
GRAPES-3 (2012, SIBYLL-2.1)
GRAPES-3 (This work, QGSJET-II-04)

FIG. 4. Cosmic ray proton energy spectrum measured with
the GRAPES-3 data (red circles) compared with results from
direct and indirect observations (see text for references). The
statistical error bars are smaller than the marker size and the
gray band represents systematic uncertainty.

410×3 510 510×2 610 610×2
Energy (E) [GeV]

410

]
1.

7
 G

eV
-1

 s
-1

 s
r

-2
 [m

2.
7

E×
(E

)
Φ

]°, 17.8°: [0.0θ GRAPES-3: H
)ε, 

2
γ, 

1
γ, 

b
, E0Φ (SBPLΦ
)γ, 0Φ (PLΦ

FIG. 5. The GRAPES-3 proton energy spectrum (red mark-
ers) fitted with the PL (Equation 4) and SBPL (Equation 5),
represented by the blue dashed line and black line, respec-
tively.

tainty. The measurements agree well with the CREAM-348

I-III observations at the lower energy side, especially in349

the energy range from 100 TeV to 250TeV. There is a350

good agreement with DAMPE within systematic error at351

80 TeV. The first data point for GRAPES-3 measurement352

has a relatively higher flux than DAMPE, CREAM-III,353

ISS-CREAM, and CALET but is lower than the NU-354

CLEON KLEM observation. On the higher energy side,355

the GRAPES-3 measurement shows good agreement with356

the KASCADE QGSTJET 01 within the statistical un-357

certainties. However, this measurement exhibits a sys-358

tematically higher flux than the KASCADE SIBYLL-359

2.1 and KASCADE QGSJET-II-02. The current results360

are also significantly different from the earlier results of361

GRAPES-3 obtained using SIBYLL-2.1 and QGSJET 01362

hadronic interaction models [21]. It is to be noted that363

the SIBYLL-2.1, QGSJET 01, and QGSJET-II-02 are364

pre-LHC models where significant difference in the muon365

production is observed among the models. However, the366

post-LHC models show only a few percent difference in367

the muon number. But the difference is 20-50% as com-368

pared to the pre-LHC model SIBYLL-2.1 as discussed in369

Ref. [38].370

A spectral break is observed between 100 TeV and371

200 TeV. The earlier analyses did not reveal this feature372

where a Gaussian method was used [21, 29]. The ob-373

served Ne distribution is subject to systematic smear-374

ing under the influence of inherent fluctuations in the375

EAS development, detector resolution, trigger, and re-376

construction efficiencies. The unfolding method is used377

to address this issue. To assess the effectiveness of the378

unfolding in contrast to the Gaussian method, we carried379

out a simulation test with a known input spectrum (de-380

tails in S8 of SM [40]). We observed that the unfolding381

method reproduces the input spectrum unlike the Gaus-382

sian method which shows a dependency on the chosen383

spectral profile for the EAS simulation.384

The significance of the spectral break was studied by385

comparing the fit results from a single power law (PL)386

with a spectral index (�) of form,387

�PL(E) = �0

✓
E

50TeV

◆�

, (4)

where �0 is the flux normalization constant at 50 TeV388

and a smoothly broken power law (SBPL) of form,389

�SBPL(E) = �0

✓
E

50TeV

◆�1
"
1 +

✓
E

Eb

◆ 1
w

#(�2��1)w

,

(5)
where Eb is the energy corresponding to the position of390

spectral break, �1 and �2 are the spectral indices be-391

fore and after the spectral break, and w is the smooth-392

ness parameter for the spectral break. FIG. 5 shows the393

fit results of the GRAPES-3 proton spectrum with the394

blue dashed line representing the PL function and the395

black line representing the SBPL function. It can be396

noted that only statistical uncertainties have been con-397

sidered in this fit. The fit parameters are �0 = (2.70398

± 0.01)⇥ 10�9 m�2sr�1s�1GeV �1 and � = �2.95± 0.01399

with �2
PL/ndf = 897.90/6 for the PL function. The SBPL400

fit gives �0 = (2.82 ± 0.01)⇥ 10�9 m�2sr�1s�1GeV �1,401

Eb = 166± 8 TeV, �1 = �3.12± 0.02, �2 = �2.56± 0.02,402

and w = 0.22± 0.06 with a �2
SBPL/ndf = 3.36/3. The403

improvement in the fit result using the SBPL function404

with respect to the PL function was quantified by the405

difference in the �2 obtained in both cases, as ��2 =406

�2
PL��2

SBPL. The �2 is reduced by 894.54 for increasing407

three more free parameters, leading to a significance of408

29.7�. Considering both statistical and systematic un-409

certainties in the fit, the calculated significance is 3.2�410

with a break at energy 164± 55 TeV and spectral in-411

dices are �3.10± 0.19 and �2.59± 0.09 before and after,412

respectively. An independent measurement of the pro-413

ton+Helium spectrum up to 316 TeV by DAMPE (a di-414

rect experiment) suggests a hardening at ⇠150 TeV [39].415

The observed spectral break contradicts the description416

of the CR spectrum with a single power law up to the417

Knee and requires more complex models, such as those418

where multiple classes of sources with different rigidity419

cutoffs contribute to the flux [14, 15].420

Evidence of a hardening in the cosmic ray proton spectrum at around 166 TeV observed by the 
GRAPES-3 experiment 

F. Varsi et al., Physical Review Letters 132, 051002 (2024)

PhD work of Fahim Varsi

  Geant4 simulation for GRAPES-3 detectors   

 

 

Atmospheric simulation using CORSIKA 

108 proton primaries

1 TeV – 3 PeV

Full simulation with EGS option

Tracked till 1 MeV for gamma, electron, 

5 MeV muon    

 
Secondary particle composition in EAS 

γ (85%),  e (13%),  μ (1%) and 1% (n, p)

Geant4 Simulation

2cm, 3cm, 5cm scintillator thickness and 

zenith angle 0 to 60 deg

Scintillator response to γ: 4%

It is still 20% of the total detected particles. 

Underestimation of size if we ignore this

Simulation shows 2 cm thick scintillator detects 

10% more particles than 5 cm. An independent work 

by Jhansi Bhavani with experimental data shows 

similar result    

Poster by Saswat Mishra

scintillator detector

Muon telescope

Umananda Goswami Saswat Mishra

Fahim Varsi B. Hari Haran
16



Evidence of a Hardening in the Cosmic Ray Proton Spectrum
at around 166 TeV Observed by the GRAPES-3 Experiment

F. Varsi,1 S. Ahmad,2 M. Chakraborty,3 A. Chandra,2 S. R. Dugad,3 U. D. Goswami,4 S. K. Gupta,3 B. Hariharan,3

Y. Hayashi,5 P. Jagadeesan,3 A. Jain,3 P. Jain,1 S. Kawakami,5 H. Kojima,6 P. Lipari,7 S. Mahapatra,8 P. K. Mohanty ,3,*

R. Moharana,9 Y. Muraki,10 P. K. Nayak,3 T. Nonaka,11 A. Oshima,6 B. P. Pant,9 D. Pattanaik,3,8 S. Paul,3 G. S. Pradhan,12

M. Rameez,3 K. Ramesh,3 L. V. Reddy,3 S. Saha,1 R. Sahoo,12 R. Scaria,12 S. Shibata,6 and M. Zuberi3

(GRAPES-3 Collaboration)

1Indian Institute of Technology Kanpur, Kanpur 208016, India
2Aligarh Muslim University, Aligarh 202002, India

3Tata Institute of Fundamental Research, Homi Bhabha Road, Mumbai 400005, India
4Dibrugarh University, Dibrugarh 786004, India

5Graduate School of Science, Osaka Metropolitan University,
Sugimoto, Sumiyoshi, Osaka 558-8585, Japan

6College of Engineering, Chubu University, Kasugai, Aichi 487-8501, Japan
7INFN, Sezione Roma “Sapienza”, Piazzale Aldo Moro 2, 00185 Roma, Italy

8Utkal University, Bhubaneswar 751004, India
9Indian Institute of Technology Jodhpur, Jodhpur 342037, India

10Institute for Space-Earth Environmental Research, Nagoya University,
Nagoya 464-8601, Japan

11Institute for Cosmic Ray Research, Tokyo University, Kashiwa, Chiba 277-8582, Japan
12Indian Institute of Technology Indore, Indore 453552, India

(Received 18 April 2023; revised 16 October 2023; accepted 4 January 2024; published 31 January 2024)

We present the measurement of the cosmic ray proton spectrum from 50 TeV to 1.3 PeV using 7.81 ×
106 extensive air shower events recorded by the ground-based GRAPES-3 experiment between 1 January
2014 and 26 October 2015 with a live time of 460 day. Our measurements provide an overlap with direct
observations by satellite and balloon-based experiments. The electromagnetic and muon components in the
shower were measured by a dense array of plastic scintillator detectors and a tracking muon telescope,
respectively. The relative composition of the proton primary from the air shower data containing all primary
particles was extracted using the multiplicity distribution of muons which is a sensitive observable for mass
composition. The observed proton spectrum suggests a spectral hardening at ∼166 TeV and disfavors a
single power law description of the spectrum up to the Knee energy (∼3 PeV).

DOI: 10.1103/PhysRevLett.132.051002

Introduction.—Earth’s atmosphere is continuously bom-
barded by high energy charged particles from space known
as cosmic rays (CRs), with mass composition starting from
proton (H), helium (He) to heavier nuclei such as nitrogen
(N), aluminium (Al), and iron (Fe) [1]. Our knowledge of
their origin, acceleration mechanism inside the source, and
propagation in the interstellar medium is still limited.
Hence this is still an active and fascinating area of research.
The CR energy spectrum follows a nonthermal power law
over its existing energy range of 108–1020 eV with distinct
long-known features, the Knee (at ∼3 × 1015 eV), Ankle
(at ∼4 × 1018 eV), and GZK cutoff (at ∼5 × 1019 eV)
[2–6]. Although it is believed to follow a single power
law up to the Knee energy, the recent direct measurements
of CRs suggest additional features like hardening at several

hundred GeV [7–10] and softening at ∼10 TeV [9–12] in
the proton spectrum which is contrary to that long-held
belief. Notably, the extrapolation of these direct measure-
ments up to the Knee does not uniquely match the extensive
air shower (EAS) measurements on the ground, where an
unfolding procedure is used to model the cosmic ray
showers in the atmosphere [13]. This observation motivates
proposals that more than one population of supernova
remnants (SNRs) may be contributing to the CR spectrum
at different energies [14,15].
Study of CRs above 100 TeV relies on ground-based

EAS observations as the direct observations lack statistics
due to the small detector area despite their excellent energy
and mass resolution capabilities. The GRAPES-3, located
in Ooty, India (11.4 °N, 76.7 °E, 2200 m altitude) is an

PHYSICAL REVIEW LETTERS 132, 051002 (2024)
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Indication of this feature by other experiments

p/He mixture assumed in the simulation (see the section on
the systematic uncertainty evaluation).

Background estimation. Protons constitute a background
for helium, and vice versa. By combining these nuclei in a
single spectrum, the remaining background is very low and
mainly comprises electrons-positrons and lithium nuclei.
Electrons and positrons are separated from protons in the
BGO calorimeter using shower morphology discrimina-
tion. A detailed description of the separation of electrons
and positrons from protons can be found in [39]. For the
present analysis, the contamination of electrons in the
pþ He spectrum is ∼0.5% at 40 GeVof energy deposited
in the BGO calorimeter, and it decreases with increasing
energy. The lithium background is estimated using the
template fit of the energy released in the PSD based on MC
simulations of proton, helium, and lithium. The contami-
nation from lithium is lower than 0.3% up to 10 TeV, and it
is ∼1.6% for energies higher than 10 TeV. The background
from electrons-positrons and lithium is shown in Fig. S5 of
the Supplemental Material [21].

Energy measurement and unfolding procedure. The energy
of the hadronic showers cannot be completely contained in
the calorimeter. In particular, for p and He, around 35% to
45% of the total energy is collected in the detector.
Consequently, an unfolding procedure is necessary to
obtain the energy spectrum of the incident particles. In
this case, a Bayesian approach is adopted [40], in which the
detector response is estimated fromMC simulations of both
proton and helium nuclei, after applying the selection cuts
described in the Event Selection section. The actual number
of events in the ith bin of true energy, NðEi

TÞ, can be
obtained from the following expression:

NðEi
TÞ ¼

Xn

j¼1

PðEi
TjE

j
OÞNðEj

OÞ; ð2Þ

whereNðEj
OÞ is the number of observed events in the jth bin

of energy deposited in the calorimeter (Ej
O) and PðEi

TjE
j
OÞ

the response matrix derived from MC simulations (see
Fig. S6 of the Supplemental Material [21]). The energy
of an event is determined from the BGO calorimeter
measurements, which needs to be corrected in order to
obtain the true energy deposited in the calorimeter. For
events with deposited energy ≳4 TeV in a single BGO bar,
some readout channelsmight get saturated. For this reason, a
method developed using MC simulations is used to correct
saturated events [41]. Another correction is applied to
account for Birk’s quenching in the BGO calorimeter.
Quenching is more significant for heavy nuclei which
produce more secondary particles with high charge and
low velocity [42]. The BGOquenching is taken into account
by including its effect in the MC simulations for ionization
energy densities above 10 MeV=mm [43]. The effect is
more important for incident energies below ∼80 GeV,
where it would result in a∼2% lower energy reconstruction.

Results. The flux for each energy bin ðΦiÞ can be written as
follows:

Φi ¼
ΔNi

ΔT × Ai × ΔEi
; ð3Þ

with Ni the number of events in the ith energy bin after the
unfolding, ΔT the total live time, Ai the acceptance in the
ith bin, and ΔEi representing the width of the ith energy
interval. Figure 3 shows the pþ He flux in the energy
range 46 GeV–464 TeV, multiplied by a power of the

FIG. 3. pþ He spectrum measured with the DAMPE detector (red circles), between 46 GeV and 464 TeV, compared with: direct
measurements of pþ He made by ATIC-02 [15], NUCLEON [14] and CREAM [13] (left), and indirect measurements from ARGO-
YBJ +WFCT [44], HAWC [45], KASCADE [46] and EAS-TOP +MACRO [47] (right). Statistical uncertainties (1σ) are represented by
error bars, while the continuous bands represent the systematic uncertainties on the analysis (inner band) and the total systematic
uncertainties (outer band).
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overlap. Recently, DAMPE reported the proton spectrum in the
energy range from 40 GeV to 105 GeV, CALET from 50 to 104

GeV, and NUCLEON from 3 × 103 to 2 × 105 GeV. The ISS-
CREAM fluxes are slightly lower than both DAMPE and
CALET, where they overlap. But, their differences are within 1
ρtot, where ρtot includes both statistical and systematic
uncertainties. Compared to NUCLEON, our fluxes are slightly
higher below 104 GeV but lower above 104 GeV. The
difference is within 1 ρtot and 1.5 ρtot, respectively. NUCLEON
fluxes are also higher than DAMPE and prior balloon-borne
CREAM-I+III fluxes above 104 GeV.

The overall shape of the ISS-CREAM proton spectrum does
not follow a single power law. We fit the spectrum with an
smoothly broken power law (SBPL) function as given in
Equation (5):

⎜ ⎟ ⎜ ⎟⎛⎝ ⎞⎠ ⎛
⎝⎜ ⎛⎝ ⎞⎠ ⎞

⎠⎟E
E

E
E
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b

0
0

( )F F= +
g b
-

-g
b

D

where β is a smooth fit parameter of the transition from the
power-law index, γ, below the break energy, Eb, to γ + Δγ
above Eb. We tried several SBPL fittings, including statistical
and systematic uncertainties, by changing the upper limit of the
fit energy range. The fit results for five energy ranges are
summarized in Table 2.

The power-law index, γ, is 2.57 for all the fit energy ranges.
It changes above the break energy, Eb, by Δγ of 0.25–0.28,
showing the spectrum softening above the break energy. The
power-law break energy, Eb, is (9.6 ± 0.9) × 103 GeV for the
fit energy range of 1.60 × 103–65 × 103 GeV. It decreases to
8.6 × 103 GeV as the fit energy range increases, but they are
within the uncertainties. Our measured spectrum is in better

agreement with the SBPL fit, disfavoring a single power-law fit
with a significance of 5.7σ for the fit energy range of 1.60 ×
103–65 × 103 GeV, 4.2σ for the fit energy range of 1.60 ×
103–1.03 × 105 GeV, and 3.1σ for the fit energy range of
1.60 × 103–1.64 × 105 GeV. The significance is less than 3σ
for the other two fit ranges with a higher than 1.64 × 105 GeV
upper limit of the fit energy range. The SBPL fit result for the
energy range of 1.60 × 103–1.64 × 105 GeV is shown with a
black line in Figure 6. This bump-like structure due to the
spectral index change by Δγ is consistent with a spectral
softening reported by the balloon-borne CREAM, DAMPE,
and NUCLEON.

4. Conclusion and Discussion

The measured ISS-CREAM proton spectrum in the energy
range of 1.60 × 103–6.55 × 105 GeV is in good agreement
with the prior balloon-borne CREAM proton spectra where
they overlap, but ISS-CREAM extends measurements to higher
energies. A single power law does not represent our spectrum
over the whole energy range, so its spectrum is fitted with the
SBPL function. Our SBPL fit results for the energy range of
1.60 × 103–1.64 × 105 GeV show that our spectrum softens at
the break energy of (9.0 ± 1.3) × 103 GeV. The power-law
index is 2.57 ± 0.03 below the break energy and 2.82 ± 0.02
above the break energy. The significance of this fit is 3.1σ,
disfavoring a single power-law fit. The significance decreases
as the upper limit of the fit energy range increases, indicating
the spectral softening does not continue above 1.64× 105 GeV,
but the spectrum becomes harder again. DAMPE reported
proton fluxes with an SBPL fit for the energy range of 103–105

GeV (An et al. 2019). We compare our SBPL fit result for the
energy range of 1.60 × 103–1.03 × 105 GeV; the closest to
DAMPE’s energy range. Our power-law break energy of (9.0
± 1.5) × 103 GeV is in agreement with DAMPE’s break
energy of 1.36 0.48

0.41
-
+ × 104 GeV within the uncertainty. Both

SBPL fit results show the proton spectrum softens above the
break energy. The power-law index γ of 2.57 ± 0.04 for ISS-
CREAM below the power-law break energy is consistent with
DAMPE’s power-law index of 2.60 ± 0.01 within the
uncertainty. The ISS-CREAM spectral index change Δγ of
0.25 ± 0.05 is also consistent with DAMPE’s Δγ of 0.25
± 0.07.
NUCLEON also reported the spectral softening at ∼ 10 TV

(Atkin et al. 2018; Grebenyuk et al. 2019) with the power-law
index change Δγ of 0.61 (or 0.37), depending on their
smoothness fit parameter of S= 2 (or S=∞ ). In comparison
with CALET, our power-law index below the break energy is
consistent with the CALET’s power-law index of 2.56 ± 0.04
for the energy range of 103–104 GeV (Adriani et al. 2019)
within the uncertainty. More recently, CALET reported a
preliminary proton spectrum for the energy range of 30–6 ×
104 GeV at the ICRC2021 (Kobayashi et al. 2022). Their
results show the spectral softening with the break energy of
(1.1 ± 0.4) × 104 GeV, which is consistent with our break
energy within the uncertainty.
Our ISS-CREAM data are also compared with calculations

by Ptuskin et al. (2013), green dotted line; Gaisser et al. (2013),
black solid line; Zatsepin & Sokolskaya (2006), blue dashed
line in Figure 7. Ptuskin et al. (2013) considered different types
of supernova remnants, i.e., type Ia, type IIP, type Ib/c, and
type IIb, and their evolution as done for Ptuskin et al. (2010).
They further improved their previous calculations to explain

Figure 6. The proton spectrum of the ISS-CREAM experiment (red filled
circles) is compared with recent data from other experiments: AMS-02 (brown
inverted triangles), combined CREAM-I and III (blue open circles), DAMPE
(pink open diamonds), CALET (sky-blue open crosses), and NUCLEON
(green open squares). For the ISS-CREAM proton spectrum, the error bars
represent statistical uncertainties, and the shaded area is obtained by summing
the statistical and systematic uncertainties in quadrature. The black line is the
SBPL fit result from the energy range of 1.60 × 103–1.64 × 105 GeV.
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The Astrophysical Journal, 940:107 (8pp), 2022 December 1 Choi et al.ISS-CREAM DAMPE

ISS-CREAM proton data suggest a spectral 
hardening above 164 TeV although the 
statistical errors are very large APJ 2022

DAMPE proton + helium data suggests 
a hardening above 150 TeV PRD 2024
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HAWC data (ICRC2023) shows a similar profile 
although systematic uncertainties are large.



Three component model of cosmic ray spectra from                 
10 GeV to 100 PeV  

A&A 458, 1-5 (2006), V. I. Zatsepin and N. V. Sokolskaya

2 V. I. Zatsepin and N. V. Sokolskaya: Three component model of cosmic ray spectra

Table 1. Experiments used in this paper.

Experiment Technique Site Reference
AMS Magnetic spectrometer Spacecraft Alcaraz et al. (2000a,b)
CAPRICE Magnetic spectrometer Balloon Boezio et al. (2003)
BESS-TEV Magnetic spectrometer Balloon Haino et al. (2003)
ATIC-2 Calorimeter Balloon Wefel et al. (2005); Panov et al. (2006)
SOKOL Calorimeter Spacecraft Ivanenko et al. (1993)
JACEE Emulsion chamber Balloon Asakimori et al. (1998); Takahashi et al. (1998)
MUBEE Emulsion chamber Balloon Zatsepin et al. (1993, 1994)
RUNJOB Emulsion chamber Balloon Derbina et al. (2005)
HEAO !Cerenkov counter Spacecraft Engelmann et al. (1990)
CRN Transition radiation Spacecraft Müller et al. (1991)
TRACER !Transition radiation Balloon Müller et al. (2005)
TIC Calorimeter Balloon Adams et al. (1997)
KASCADE EAS Ground based Roth et al. (2003)
HEGRA-AIROBIC EAS+ !Cerenkov light Ground based Arqueros et al. (2000)
CASA-BLANCA EAS+ !Cerenkov light Ground based Fowler et al. (2000)
DICE !Cerenkov light Ground based Kieda et al. (1999)
TUNKA !Cerenkov light Ground based Budnev et al. (2005)
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Fig. 1. Proton and He spectra. Dashed lines are described in Sect. 3,
solid lines are described in Sect. 5.

According to Osborne & Ptuskin (1988) reacceleration may be
taken into account as follows:

λesc(R) = 4.2 × (R/R0)−1/3 × [1 + (R/R0)−2/3] g/cm2, (3)

where R0 = 5.5 GV. It is assumed that

Q(R) ∼ R−α × φ(R), (4)

where α is the index of the source spectrum, and the func-
tion φ(R) describes smooth transition from the spectral index in
the region of effective acceleration for each type of source to the
spectral index after termination of this process.

φ(R) = [1 + (R/Rmax)2](γ−γk)/2 (5)

where γ = α+0.33 is the spectral index in the region of effective
acceleration (at high enough energy), and γk is the spectral in-
dex after termination of effective acceleration. It is assumed that
spectra are simple power laws with the index γk after termination
of effective acceleration.

As later we will fit spectra of nuclear groups and the all par-
ticle spectrum, we convert rigidity spectra to spectra by energy
per particle E.

I(E) =
Qp(R) × τesc(R)
1 + λesc(R)/λp

× dR
dE

(6)

R =
1
Z
×
√

E2 + 2mp × A × E;

dR
dE
=

1
Z
× E + mpA
√

E2 + 2mp × A × E
(7)

where Z and A are particle charge and atomic weight, and mp is
proton mass.

The spectrum of each cosmic ray nuclear group is the sum
of spectra from the different classes of sources.

We described sources of class I with values of α = 2.3 and
Rmax = 50 TV, and sources of class II with α = 2.1 and Rmax =
4 PV. The intensities for various cosmic ray groups were chosen
to fit both the data of direct measurements and the data of EAS in
the high energy region. The predictions of the model along with
experimental data for cosmic ray groups and the all particle spec-
trum are shown in Figs. 1–3 with dashed lines (above 104 GeV
this line follows the solid line, which is described in Sect. 5).
The parameters of the model are shown in Tables 1 and 2.

Above 300 GeV the proton spectrum (Fig. 1) is fitted closely
by the model. The steepening of the helium spectrum above
10 TeV is not as clear as for proton one, but the line does
not contradict the experimental data. The RUNJOB data for he-
lium are much lower than the data of ATIC-2 and JACEE. This
also holds true for other groups of nuclei. In the region below
∼300 GeV the model does not agree with the experimental data.
An identical behavior is seen for the spectra of heavier nuclear
groups shown in Fig. 2 and for the all-particle spectrum shown in
Fig. 3. We will discuss this discrepancy in Sect. 5. The parame-
ters for class II that determine the knee region were chosen to fit
the experimental data of HEGRA-AIROBICC, KASCADE and
TUNKA, while the data of CASA-BLANKA and DICE appear
to be below the model line.

• The model assumed one class of 
sources (SNRs) terminates its 
effective acceleration at ~50 TeV  

• The second source class, presumably 
supernovae within the local supper 
bubble accelerates cosmic rays up to 
rigidity of 4 PeV, producing the 
Knee. 

• Assumed contribution of nova stars 
below ~300 GeV.
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contributions of individual groups of nuclei are shown,
as well as the spectra of nuclei from CREAM [8]. We
note that the bump in the spectrum around 1017 eV cor-
responds with the “iron knee” reported by KASCADE-
Grande in their electron rich sample [45] and also noted
by GAMMA [37]. A tendency for increasing mass above
the knee has been noted for a long time (for example by
CASA-MIA [46]), which seems now to be confirmed with
higher resolution.

Another noteworthy feature is the possibility illus-
trated in this fit of explaining the ankle as a Peters cy-
cle containing only protons and iron. This possibility is
also suggested in Ref. [32] as an example of their “disap-
pointing” model [47] of the end of the cosmic-ray spec-
trum. Such a picture is disappointing because the end of
the spectrum would correspond to the highest energy to
which cosmic-ray acceleration is possible, rather than to
the Greisen–Zatsepin–Kuz’min effect in which higher en-
ergy particles lose energy in interactions with the cosmic
microwave background [48, 49].

4.3 Comments on fitting with several populations

In both fits above we refer to three populations of par-
ticles, with spectral indices for each nuclear component
and a single characteristic maximum rigidity for each
population. The latter assumption has the effect of mak-
ing the composition become heavier as each population
approaches its maximum, as illustrated in the left panel
of Fig. 5. Another important point is that the higher en-
ergy populations can contribute significantly to the flux
in the region dominated by the lower population. The

right panel of Fig. 4 shows the overlap of the three pop-
ulations of the global fit of Table 3.

The hardening of the spectrum observed by PAMELA
and CREAM around 200 GV is suggestive of the onset of
a new population [50]. In this interpretation, the Popula-
tion 1 of our global fit would be a higher energy popula-
tion which becomes dominant above 200 GV, but which
still contributes significantly at lower energies. Other ex-
planations have been suggested. For example, Ref. [51]
suggests that the hardening reflects the concave spec-
trum characteristic of non-linear diffusive shock acceler-
ation. In Ref. [52] it is suggested that a dispersion in the
injection spectra of different SNR is responsible for the
hardening of the spectrum. Ref. [53] shows how the hard-
ening of the spectrum could be attributed to a change
in the type of turbulence responsible for diffusion of the
cosmic rays.

A general feature illustrated by the various parameter-
izations discussed here is that a Peters cycle of cutoffs of
elemental components with rather hard spectra before
the cutoff can produce regions of the all-particle spec-
trum that can be described approximately by steeper
power laws. The differential spectral index between 100
GeV and one PeV is close to 2.6 while the index above
the second knee, between 2 × 1018 and 5 × 1019 eV is
approximately 3.35. The individual spectra in the global
fit of Table 3, for example, have differential indices below
their cutoffs ranging from 2.2 to 2.4 (except for hydrogen
and helium below 200 GV).

In the case of the ankle structure, there is one model
in which the absolute energy of the feature is fixed
by the physical assumptions of the model. That is the
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Fig. 4 Overview of the spectrum from below the knee to the ankle with the fit of Table 3. Air shower data shifted as in
Figs. 2 and 3. Left : Lines showing individual groups of nuclei from all populations compared to data from PAMELA [9]
and CREAM [7] at low energy. Right : Shaded regions show the overlapping contributions of the three populations.
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by the turbulence associated with non-linear diffusive
shock acceleration [41]. Support for the presence of mag-
netic field amplification by a factor of 100 above the level
the interstellar medium comes from the narrow rims of
synchrotron radiation by electrons observed at the edges
of some SNR [42]. With fields of order 100 µGauss, ac-
celeration of protons to energies Emax ∼ 3 × 106 GeV is
possible given the size and expansion rate of SNR [43].
In this situation it is natural to associate the knee with
the maximum energy for the bulk of the galactic cosmic
rays.

If the ankle signals the transition to extragalactic cos-
mic rays, and the cutoff for the SNR component occurs at
a rigidity of several PV, then there is a gap between the
knee and the ankle that has to be filled in by a higher en-
ergy galactic component, which Hillas calls “component
B.” In this case there would be at least three populations
of particles. There could of course be many more compo-
nents in a more realistic picture in which different classes
of sources, or even individual sources have different indi-
vidual characteristics. For this reason a three population
model is a minimal assumption in case the transition to
extra-galactic cosmic rays occurs at the ankle.

This three population picture is implemented in the
model of Ref. [36] by assuming that each of the three
components (j) contains all five groups of nuclei and
cuts off exponentially at a characteristic rigidity Rc,j.
Thus the all-particle spectrum is given by

φi(E) =
3∑

j=1

ai,j E−γi,j × exp
(
− E

ZiRc,j

)
(3)

The spectral indices for each group and the normaliza-
tions are given explicitly in Table 2. The parameters for
Population 1 are from Refs. [7, 8], which we assume can
be extrapolated to a rigidity of 4 PV to describe the knee.
In Eq. (3) φi is dN/dlnE and γi is the integral spectral

index. The subscript i = 1, 5 runs over the standard five
groups (p, He, CNO, Mg-Si and Fe), and the all-particle
spectrum is the sum of the five. This model is plotted as
the solid line in Figs. 2 and 3.

Table 2 Cutoffs, normalization constants (ai,j) and integral
spectral indexes (γi,j) for Eq. (3) for the implementation of the
Hillas model (H3a) in which all populations are mixed. In the
bottom part of the table population 3(*) consists of protons only
(H4a).

p He CNO Mg-Si Fe

Pop. 1: 7860 3550 2200 1430 2120

Rc = 4 PV 1.66 1.58 1.63 1.67 1.63

Pop. 2: 20 20 13.4 13.4 13.4

Rc = 30 PV 1.4 1.4 1.4 1.4 1.4

Pop. 3: 1.7 1.7 1.14 1.14 1.14

Rc = 2 EV 1.4 1.4 1.4 1.4 1.4

Pop. 3(*): 200 0.0 0.0 0.0 0.0

Rc = 60 EV 1.6

4.2 An alternative picture and global fit

Spectra for the second fit are given by the same Eq. (3)
but with qualitatively different parameters, as given in
Table 3. In particular, the first population has a much
lower cutoff of Rc = 120 TV. This description is related
to the significantly harder spectra assumed for the first
population. Each component in the first population is fit-
ted only above Rc = 200 GV, after the spectra hardening
noted in Refs. [8] and [9]. With these harder spectra (as
compared to Table 2), the heavy components cannot be
extended past the knee region. It is interesting to note
that Rc ≈ 100 TV is the classical result for the expected
maximum energy of supernova remnants expanding into
the interstellar medium with an un-amplified magnetic
field of a few µGauss [44].

The spectrum with the parameters of Table 3 is
shown in Fig. 4 from below the knee to the ankle. The

Table 3 Global fit results for the cutoffs, normalization constants (ai,j) and integral spectral indexes (γi,j ) for Eq. (3). In the bottom
part of the table(*) populations 2 and 3 are slightly modified to accommodate a Population 4 of protons to bring 〈ln(A)〉 down to the
observed level in Fig. 5.

p He C O Fe 50 < Z < 56 78 < Z < 82

Pop. 1: 7000 3200 100 130 60

Rc = 120 TV 1.66 1 1.58 1.4 1.4 1.3

Pop. 2: 150 65 6 7 2.3 0.1 0.4

Rc = 4 PV 1.4 1.3 1.3 1.3 1.2 1.2 1.2

Pop. 3: 14 0.025

Rc = 1.3 EV 1.4 1.2

Pop. 2*: 150 65 6 7 2.1 0.1 0.53

Rc = 4 PV 1.4 1.3 1.3 1.3 1.2 1.2 1.2

Pop. 3*: 12 0.011

Rc = 1.5 EV 1.4 1.2

Pop. 4*: 1.2

Rc = 40 EV 1.4

T. K. Gaisser, T. Stanev, and S. Tilav, Front. Phys., 2013, 8(6) 753

 Gaisser-Stanev-Tilav (GST) model of cosmic ray composition 
T.K. Gaisser, T. Stanev, S. Tilav, Front. Phys. 2013, 8(6):748-758

Population 1 has cutoff at 120 TV   

Population 2 has cut off at 4 PV 
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An example:   expected proton flux x E2.7 at the knee

extrapolation to the knee is based on an update the 
phenomenological “poly-gonato” model of J.R. Hörandel, 
by Y. Guo et. al, arXiv:1701.07136 [astro-ph.HE]. The 
"proton bump" measured by CALET and DAMPE is not
included in the model.

statistical errors only
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 Cosmic ray anisotropy results from GRAPES-3
8

Figure 9: Anisotropy and significance observed with a scrambling window of 4hrs and a smoothing radius of 10�

No detectors hit Events E (TeV) A (⇥10�4) A up (� > 0�)(⇥10�4) A low (�  0�)(⇥10�4) B (⇥10�4)

� 10 3.6⇥ 109 19.4 6.5± 1.3 5.3± 1.6 8.4± 2.1 4.9± 1.5

� 12 3.4⇥ 109 20.4 6.7± 1.3 5.6± 1.6 8.5± 2.1 4.9± 1.5

� 14 3.1⇥ 109 22.4 6.0± 1.4 4.5± 1.7 8.6± 2.2 4.9± 1.6

� 16 2.8⇥ 109 23.9 5.6± 1.5 3.8± 1.8 8.8± 2.4 5.5± 1.7

� 18 2.4⇥ 109 25.7 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

� 20 2.2⇥ 109 27.5 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

Table 1: The di↵erent energy bins and the strengths of the observed structures A and B

A third localised region of excess is seen in ⇠ �10� to 20� of declination and ⇠ 290� to 340� of right ascension. The202

localised pixels in this region have a pre-trial significance of more than 2�. The maximum strength of excess observed203

in this region is (5.0± 1.8)⇥ 10�4 at the pixel centered at (↵ = 317.1�, � = 5.9�). The maximum significance observed204

in this region is 3.9�. The overall excess of events observed is (3.2 ± 2.7) ⇥ 10�4 and the significance of the entire205

structure is 1.8�. Hence, this structure is not very significant and will be studied in future with a larger data set.206

In order to probe the energy dependence of the anisotropic structures, the data is divided into four parts based207

on the number of detectors triggered by each of them such that each set has su�cient number of events for probing208

anisotropy as described in Table 1. The particle density for each of these groups have been shown in Figure 11.209

The strengths of both regions A and B does not change significantly with increase in energy. However, a decreasing210

trend can be seen within 1� for region A as shown in Figure 14. HAWC, Milagro and ARGO-YBJ have reported the211

energy dependence of these structures in energies ranging within a TeV to tens of TeVs. In the results reported by212

ARGO-YBJ and Milagro, the change of relative intensity with energy is not very significant within 10 TeV – 50 TeV213

but a decreasing trend can be observed. The analysis was repeated for the tail part (� � 0�) and the circular region214

(� < 0�) of Region A separately and the results are shown in Figure 15. The tail part is observed to diminish more215

with increase in energy as compared to the circular region, similar to the observations by ARGO-YBJ. Milagro has216

observed reported the CR energy spectrum to be harder in region A.217218

4. DISCUSSION219

Region A shows a proper tail region (� > 0�) for ARGO-YBJ and GRAPES-3. The tail region is not very significant220

for HAWC which could be an artifact of the median energy of HAWC being lower. ARGO-YBJ has reported a221

significant excess point close to Crab. This point is not very significant for GRAPES-3 though the tail part of region A222

ends close to the location of Crab. Milagro has observed the CR spectrum to be harder in this region which supports223

the di↵usive propagation of CRs. ARGO-YBJ and Milagro also observe a more continuous structure for region B,224

6.8

4.7

Analysis was performed using 3.7 billion cosmic ray events 
spanning 4 years at median energy of 16 TeV. Time scrambling 
method is used for background map generation.

M. Chakraborty et al., ApJ, 961:87 (7pp) (2024)
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the time-scrambling algorithm. The systematic excesses262

for regions A and B are also seen in the relative inten-263

sity plot. A zoomed view of the two regions are shown in264

Figure 5 and Figure 6. The details are discussed below.265

Region A is observed in the right ascension range of266

⇠50� to 80� and declination range of ⇠-15� to 30�. The267

maximum relative intensity of the anisotropy in this re-268

gion is (8.9± 2.1± 0.2)⇥ 10�4 at the pixel centered at269

(↵ = 63.9�, � = �7.2�), where the first error is statistical270

and the second error is systematic. The calculation of271

the systematic error involves conducting an analysis us-272

ing “anti-sidereal” time (K. Nagashima et al. 1998; A. A.273

Abdo et al. 2008). While sidereal time corresponds to274

the sky fixed frame, anti-sidereal time represents a non-275

physical frame. Analyzing data based on sidereal time276

allows us to determine the presence of anisotropy, while277

analyzing data based on anti-sidereal time provides in-278

sight into the systematic error on sidereal anisotropy re-279

sulting from non-physical e↵ects (R. Abbasi et al. 2010;280

F. J. M. Farley and J. R. Storey 1954). The same time-281

scrambling analysis with a time window of 4 hrs was282

performed but with anti-sidereal time in order to esti-283

mate the systematics and the maximum strength ob-284

served in regions A and B are quoted as systematic er-285

rors. The results of anti-sidereal time have been shown286

in Figure 7 and no characteristic signal regions can be287

seen in this case implying that the systematics caused288

by non-physical e↵ects are insignificant. The statistical289

error dominates as the systematic error is much lesser290

than statistical error.291

Region A appears to be a circular structure with a292

tail like projection. The maximum pixel significance293

observed in this region is 5.8�. To calculate the to-294

tal significance of this region, the unsmoothed data and295

reference maps were used in order to avoid the correla-296

tions introduced by smoothing between the pixels. First,297

the structure was defined by selecting those pixels which298

have a significance of more than 2� as shown in Figure 5299

in bottom. The total number of events in data and ref-300

erence maps from the region was obtained by summing301

up the pixel wise events in the selected area. The Li-302

Ma prescription was used to obtain the total significance303

which is 6.8�. The relative excess number of events in304

this region is (6.5± 1.3)⇥ 10�4.305

Region B is an elongated structure observed within306

⇠110� to 140� of right ascension and almost throughout307

the full declination range (see Figure 6). The maximum308

relative intensity observed for this region is (5.6± 1.8±309

0.1) ⇥ 10�4 at the pixel centered at (↵ = 124.5�, � =310

3.4�) and the significance of the pixel is 4.4�. Similar to311

the criteria applied for region A, those pixels which have312

a significance of more than 2� were selected to define313

region B. The overall relative intensity and significance314

of the region B is (4.9±1.4)⇥10�4 and 4.7�, respectively.315

The deficit seen around regions A and B are also con-316

sistent with the observations by Milagro, ARGO-YBJ317

and HAWC. The deficit observed between regions A318

and B is the most significant. The deficit structure319

has a significance of 3.7� and a relative intensity of320

�(4.6± 1.7)⇥ 10�4.321322

4. DISCUSSION323

By analyzing 3.7⇥109 EAS events collected over a pe-324

riod of 4 years, GRAPES-3 could significantly observe325

two excess regions namely A and B. The region A shows326

a tail like structure in the Northern hemisphere (� > 0�).327

The shape of the structure is similar to the “region328

A” observed by Milagro (A. A. Abdo et al. 2008) and329

HAWC (A. U. Abeysekara et al. 2014), and “region 1”330

reported by ARGO-YBJ (B. Bartoli et al. 2013). Mila-331

gro (at 36�N) observes the part of this structure in the332

Northern sky and the observations are continued to the333

Southern hemisphere by ARGO-YBJ (at 30�N), HAWC334

(at 19�N) and GRAPES-3 (at 11.4�N). GRAPES-3 and335

HAWC lying closer to the Equator have the advantage of336

covering the southern part of region A. Region B is also337

observed by Milagro, ARGO-YBJ (referred to as “region338

2”) and HAWC as a continuous structure running almost339

throughout the entire declination band, similar to obser-340

vations by GRAPES-3. The full sky analysis by HAWC341

and IceCube show that region B continues to the South-342

ern hemisphere as well (A. U. Abeysekara et al. 2019)343

running through the entire declination band. The deficit344

regions seen around these excesses by GRAPES-3 are345

also coincident with observations by Milagro, ARGO-346

YBJ and HAWC.347

The highest observed peak relative intensities for re-348

gion A are (8.5±0.6±0.8)⇥10�4 as measured by HAWC349

(A. U. Abeysekara et al. 2014), 10.0⇥ 10�4 by ARGO-350

YBJ (B. Bartoli et al. 2013) and (8.9±2.1±0.3)⇥10�4
351

by GRAPES-3. Region A’s peak intensity is situated in352

the Southern hemisphere at � = �7.2� and �6.3� for353

GRAPES-3 and HAWC respectively. Region B exhibits354

a peak relative intensity of (5.2 ± 0.6 ± 0.7) ⇥ 10�4 for355

HAWC, 5.0 ⇥ 10�4 for ARGO-YBJ and (5.6 ± 1.8 ±356

0.1) ⇥ 10�4 for GRAPES-3. The peak intensities have357

been tabulated in Table 1.358359

ARGO-YBJ (B. Bartoli et al. 2013) and HAWC (A.360

U. Abeysekara et al. 2014) have also performed an anal-361

ysis based on energy dependence by partitioning their362

datasets into multiple segments, some of which overlap363

with the median energy range of GRAPES-3 at about364

16 TeV. The relative intensity of region A observed by365

GRAPES-3 is (6.5 ± 1.3) ⇥ 10�4. ARGO-YBJ divided366
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Abdo et al. 2008). While sidereal time corresponds to274

the sky fixed frame, anti-sidereal time represents a non-275

physical frame. Analyzing data based on sidereal time276

allows us to determine the presence of anisotropy, while277

analyzing data based on anti-sidereal time provides in-278

sight into the systematic error on sidereal anisotropy re-279

sulting from non-physical e↵ects (R. Abbasi et al. 2010;280

F. J. M. Farley and J. R. Storey 1954). The same time-281

scrambling analysis with a time window of 4 hrs was282

performed but with anti-sidereal time in order to esti-283

mate the systematics and the maximum strength ob-284

served in regions A and B are quoted as systematic er-285

rors. The results of anti-sidereal time have been shown286

in Figure 7 and no characteristic signal regions can be287

seen in this case implying that the systematics caused288

by non-physical e↵ects are insignificant. The statistical289

error dominates as the systematic error is much lesser290

than statistical error.291

Region A appears to be a circular structure with a292

tail like projection. The maximum pixel significance293

observed in this region is 5.8�. To calculate the to-294

tal significance of this region, the unsmoothed data and295

reference maps were used in order to avoid the correla-296

tions introduced by smoothing between the pixels. First,297

the structure was defined by selecting those pixels which298

have a significance of more than 2� as shown in Figure 5299

in bottom. The total number of events in data and ref-300

erence maps from the region was obtained by summing301

up the pixel wise events in the selected area. The Li-302

Ma prescription was used to obtain the total significance303

which is 6.8�. The relative excess number of events in304

this region is (6.5± 1.3)⇥ 10�4.305

Region B is an elongated structure observed within306

⇠110� to 140� of right ascension and almost throughout307

the full declination range (see Figure 6). The maximum308

relative intensity observed for this region is (5.6± 1.8±309

0.1) ⇥ 10�4 at the pixel centered at (↵ = 124.5�, � =310

3.4�) and the significance of the pixel is 4.4�. Similar to311

the criteria applied for region A, those pixels which have312

a significance of more than 2� were selected to define313

region B. The overall relative intensity and significance314

of the region B is (4.9±1.4)⇥10�4 and 4.7�, respectively.315

The deficit seen around regions A and B are also con-316

sistent with the observations by Milagro, ARGO-YBJ317

and HAWC. The deficit observed between regions A318

and B is the most significant. The deficit structure319

has a significance of 3.7� and a relative intensity of320

�(4.6± 1.7)⇥ 10�4.321322

4. DISCUSSION323

By analyzing 3.7⇥109 EAS events collected over a pe-324

riod of 4 years, GRAPES-3 could significantly observe325

two excess regions namely A and B. The region A shows326

a tail like structure in the Northern hemisphere (� > 0�).327

The shape of the structure is similar to the “region328

A” observed by Milagro (A. A. Abdo et al. 2008) and329

HAWC (A. U. Abeysekara et al. 2014), and “region 1”330

reported by ARGO-YBJ (B. Bartoli et al. 2013). Mila-331

gro (at 36�N) observes the part of this structure in the332

Northern sky and the observations are continued to the333

Southern hemisphere by ARGO-YBJ (at 30�N), HAWC334

(at 19�N) and GRAPES-3 (at 11.4�N). GRAPES-3 and335

HAWC lying closer to the Equator have the advantage of336

covering the southern part of region A. Region B is also337

observed by Milagro, ARGO-YBJ (referred to as “region338

2”) and HAWC as a continuous structure running almost339

throughout the entire declination band, similar to obser-340

vations by GRAPES-3. The full sky analysis by HAWC341

and IceCube show that region B continues to the South-342

ern hemisphere as well (A. U. Abeysekara et al. 2019)343

running through the entire declination band. The deficit344

regions seen around these excesses by GRAPES-3 are345

also coincident with observations by Milagro, ARGO-346

YBJ and HAWC.347

The highest observed peak relative intensities for re-348

gion A are (8.5±0.6±0.8)⇥10�4 as measured by HAWC349

(A. U. Abeysekara et al. 2014), 10.0⇥ 10�4 by ARGO-350

YBJ (B. Bartoli et al. 2013) and (8.9±2.1±0.3)⇥10�4
351

by GRAPES-3. Region A’s peak intensity is situated in352

the Southern hemisphere at � = �7.2� and �6.3� for353

GRAPES-3 and HAWC respectively. Region B exhibits354

a peak relative intensity of (5.2 ± 0.6 ± 0.7) ⇥ 10�4 for355

HAWC, 5.0 ⇥ 10�4 for ARGO-YBJ and (5.6 ± 1.8 ±356

0.1) ⇥ 10�4 for GRAPES-3. The peak intensities have357

been tabulated in Table 1.358359

ARGO-YBJ (B. Bartoli et al. 2013) and HAWC (A.360

U. Abeysekara et al. 2014) have also performed an anal-361

ysis based on energy dependence by partitioning their362

datasets into multiple segments, some of which overlap363

with the median energy range of GRAPES-3 at about364

16 TeV. The relative intensity of region A observed by365

GRAPES-3 is (6.5 ± 1.3) ⇥ 10�4. ARGO-YBJ divided366



 Comparison with other experiments
8

Figure 9: Anisotropy and significance observed with a scrambling window of 4hrs and a smoothing radius of 10�

No detectors hit Events E (TeV) A (⇥10�4) A up (� > 0�)(⇥10�4) A low (�  0�)(⇥10�4) B (⇥10�4)

� 10 3.6⇥ 109 19.4 6.5± 1.3 5.3± 1.6 8.4± 2.1 4.9± 1.5

� 12 3.4⇥ 109 20.4 6.7± 1.3 5.6± 1.6 8.5± 2.1 4.9± 1.5

� 14 3.1⇥ 109 22.4 6.0± 1.4 4.5± 1.7 8.6± 2.2 4.9± 1.6

� 16 2.8⇥ 109 23.9 5.6± 1.5 3.8± 1.8 8.8± 2.4 5.5± 1.7

� 18 2.4⇥ 109 25.7 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

� 20 2.2⇥ 109 27.5 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

Table 1: The di↵erent energy bins and the strengths of the observed structures A and B

A third localised region of excess is seen in ⇠ �10� to 20� of declination and ⇠ 290� to 340� of right ascension. The202

localised pixels in this region have a pre-trial significance of more than 2�. The maximum strength of excess observed203

in this region is (5.0± 1.8)⇥ 10�4 at the pixel centered at (↵ = 317.1�, � = 5.9�). The maximum significance observed204

in this region is 3.9�. The overall excess of events observed is (3.2 ± 2.7) ⇥ 10�4 and the significance of the entire205

structure is 1.8�. Hence, this structure is not very significant and will be studied in future with a larger data set.206

In order to probe the energy dependence of the anisotropic structures, the data is divided into four parts based207

on the number of detectors triggered by each of them such that each set has su�cient number of events for probing208

anisotropy as described in Table 1. The particle density for each of these groups have been shown in Figure 11.209

The strengths of both regions A and B does not change significantly with increase in energy. However, a decreasing210

trend can be seen within 1� for region A as shown in Figure 14. HAWC, Milagro and ARGO-YBJ have reported the211

energy dependence of these structures in energies ranging within a TeV to tens of TeVs. In the results reported by212

ARGO-YBJ and Milagro, the change of relative intensity with energy is not very significant within 10 TeV – 50 TeV213

but a decreasing trend can be observed. The analysis was repeated for the tail part (� � 0�) and the circular region214

(� < 0�) of Region A separately and the results are shown in Figure 15. The tail part is observed to diminish more215

with increase in energy as compared to the circular region, similar to the observations by ARGO-YBJ. Milagro has216

observed reported the CR energy spectrum to be harder in region A.217218

4. DISCUSSION219

Region A shows a proper tail region (� > 0�) for ARGO-YBJ and GRAPES-3. The tail region is not very significant220

for HAWC which could be an artifact of the median energy of HAWC being lower. ARGO-YBJ has reported a221

significant excess point close to Crab. This point is not very significant for GRAPES-3 though the tail part of region A222

ends close to the location of Crab. Milagro has observed the CR spectrum to be harder in this region which supports223

the di↵usive propagation of CRs. ARGO-YBJ and Milagro also observe a more continuous structure for region B,224
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 GRAPES-3 

 GRAPES-3 

 HAWC  ARGO-YBJ 

Motivation GRAPES-3 experiment Reconstruction Anisotropy Anisotropy simulation Results Backup

Comparison with other experiments

(M. Chakraborty et. al., 2024, ApJ)

Region A (⇥10�4) Region B (⇥10�4)
ARGO-YBJ 10.0 5.0
HAWC (8.5 ± 0.6 ± 0.8) (5.2 ± 0.6 ± 0.7)

GRAPES-3 (8.9 ± 2.1 ± 0.3) (5.6 ± 1.8 ± 0.1)

M. Chakraborty et. al. (TIFR) Cosmic ray anisotropy September 12, 2024 34 / 37

 Plan to perform 
joint analysis of 
GRAPES-3 and  
IceCube data



Motivation GRAPES-3 experiment Reconstruction Anisotropy Anisotropy simulation Results Backup

Results with Muon cut
• Showers producing at least 2
tracks in the muon detector

• No of events: 1.9 ⇥ 109

• Change in strength of Region
A : (6.5 ± 1.3)⇥ 10�4 to
(5.7 ± 1.8)⇥ 10�4

• Change in strength of Region
B : (4.9 ± 1.4)⇥ 10�4 to
(6.5 ± 2.0)⇥ 10�4

• Change is within 1�
• Primary contribution to these
structures is hadronic.

M. Chakraborty et. al. (TIFR) Cosmic ray anisotropy September 12, 2024 36 / 37

 Results with Muon Cut



Motivation GRAPES-3 experiment Reconstruction Anisotropy Anisotropy simulation Results Backup

Comparison with other models
UNSOLVED MYSTERY!!!
• Models suggest that the Supernova
explosion giving rise to Geminga
might give rise to the structures.
Other models suggest this is unlikely
(M. Salvati and B. Sacco: Cosmic rays
from the Geminga supernova? A and
A 485 (2008) 527)

• Nearby local sources of turbulence,
Eg: The heliotail. (ApJ. 762 (2013) 44)

• Gamma ray source contribution Eg:
Crab (Results by ARGO-YBJ, 2013, PRD,
88, 082001)

M. Chakraborty et. al. (TIFR) Cosmic ray anisotropy January 7, 2024 35 / 37
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 Physical origin of small-scale anisotropy?



    Summary and outlook

• We have measured cosmic ray proton spectrum below the Knee, providing a overlap with 
direct measurements. 

• We have observed a spectral hardening in the proton spectrum above 165 TeV.  

• We have observed two small-scale anisotropic structures from a near equatorial location. 

• We are working to extract spectrum for other chemical groups below and above the knee  

• We are working to extract large-scale anisotropy  

• Upgrade of the muon telescope is in progress. Together with expansion of the scintillator array 
is expected to provide enhanced sensitivity for cosmic ray composition and gamma ray 
studies 

Thank you for your attention
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Introduction & motivation GRAPES-3 experiment MC Simulations Selection cuts and energy calibration Mass composition estimation Proton energy spectrum Summary

Monte Carlo (MC) simulations

Z Detailed MC simulation study is done, which broadly involves,

1. EAS development simulation in Earth’s atmosphere using the CORSIKA package.

2. Simulation of the EAS particles in the SDs to estimate their corresponding ⇢ and t.

3. Detailed simulation of the EAS particles response in the G3MT using the GEANT4 package.

Z EAS development simulation at GRAPES-3 site,

• CORSIKA v7.6900 package.

• QGSJET-II-04/FLUKA as high/low-energy
hadronic interaction model.

• H, He, N, Al and Fe.

• E: 1TeV to 10PeV, with E�2.5 spectral slope.

• ✓: 0` to 45`.

• 6.1✓ 107 EASs for each element.

Z Simulation of the EAS particles in the SDs,

• Analyzed with an in-house developed software framework.

• Two datasets: dataset-1 with random core distributed within
150 m from array center for entire energy range,
dataset-2 with 60 m from the center array for E > 100TeV.

• Each EAS used ten times with a random core location to
improve statistics.

• t ⇥ CORSIKA output.

• ⇢ ⇥ GEANT-4 simulation of plastic SDs.

• Generate EAS trigger and EAS parameters.

Z Datasets with E�2.7 spectral slope and proposed by GST and H4a composition models are derived.

F. Varsi (IITK) Energy spectrum and composition by GRAPES-3 October 9, 2023 11 / 43
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PhD synopsis

D. Pattanaik

Motivation

gamma rays

EAS

EAS detectors

GRAPES-3
expt

EAS array

G3MT

EAS reco.

Pedestal

Gain

NKG reco.

Direction reco.

Quality check

Moon shadow

�-rays search

Conclusion

Data quality validation: air shower information

3 3.5 4 4.5 5 5.5 6 6.5
)e(N

10
log

610

2.
5

e
 N e

dN
/d

N

Reference period : 20140101 - 20140130

Reference spectrum

Daily Spectrum

DATE : 20140101

3 3.5 4 4.5 5 5.5 6 6.5
)

e
(N

10
log

4−

2−

0

2

4

D
ev

ia
tio

n 
(%

)

0 100 200 300 400 500
Inter event separation (ms)

1

10

210

310

410

510

 #
Ev

en
ts

SC rate = 35.0 Hz

SH rate = 19.2 Hz

0 10 20 30 40
)LRΨSpace angle (

0

2

4

310×

 #
Ev

en
ts

oAngular Resolution = 0.951

24 / 59

Chapter 5. Data selection and energy calibration
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Figure 5.10: A two-dimensional representation of the Ne and primary energy distri-
bution for proton primaries on the log-log scale for ✓< 17.8�, where color gradient
represents the number of showers in a given energy -Ne bin. The black-solid circular
markers represent the median energy corresponding to the median shower size with
a bin width of 0.2 on a logarithmic scale.

observational level, hence, resulting in a larger Ne. Since the Xmax decreases with an
increase in mass number for a given energy, the EASs initiated by heavier primaries
suffer more attenuation while reaching the observational level. Therefore, higher
energy is required by heavier primaries to produce the same Ne. Similarly, median
energy increases with an increase in the ✓ for a given primary and Ne bin due to
more attenuation of EASs caused by larger path length traveled by the inclined
EASs. The right panel of Fig. 5.11 illustrates the variation of the median energy
with median Ne value for proton and iron initiated EASs for the first (0� - 17.8�) and
last (29.6� - 33.6�) ✓ bins.

It can be noted from Fig. 5.12, the median energy exhibits a linear variation with
Ne when plotted on the log - log scale for log(Ne)� 4.1. However, the non-linearity
of the variation is observed when log(Ne)< 4.1 (especially in the case of heavier
elements), as guided by the black dashed line in Fig. 5.12. The aforementioned devi-
ation can be understood in terms of the "T of the EAS array for a given primary. The
simulation results indicate that nearly 90% of "T is attained when the log(Ne)= 4.1
for all simulated primaries. When log(Ne)< 4.1, a significant number of low energy
EASs that develop in the upper atmosphere are incapable of producing enough EAS
secondary particles at GRAPES-3 observational site to generate the EAS trigger.
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TABLE S7. The tabulation of the number of observed EASs after passing each quality cut. The quality cuts are listed in the
first column, and the number of surviving EASs after applying the quality cut is listed in the second column. The last column
represents the percentage of surviving EASs after each quality cut.

Quality cut Number of surviving
EASs

% of surviving EASs

1. Triggered 1.75⇥109 100.0
2. Abnormal days based on size spectrum 1.58⇥109 90.0
3. Successful event matching & muon tracking 1.17⇥109 66.8
4. Angle and NKG reconstruction 8.47⇥108 48.3
5. Shower age (s) between 0.2 and 1.8 8.41⇥108 48.0
6. Fiducial area within 50 m radius 3.96⇥108 22.6
7. Zenith angle < 17.8� 1.33⇥108 7.5
8. Hadron punch-through < 2% 6.27⇥107 3.6
9. Shower size (Ne) between 104.0 and 106.0 7.81⇥106 0.4
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FIG. S12. Left: A comparison of the proton energy spectrum obtained for the GRAPES-3 data by employing the Gaussian
method. Energy probability distributions are generated from three datasets with spectral profiles, including a spectral index
of �2.5, a spectral index of �2.7, and the profile suggested by the GST model. Right: A comparison of the proton energy
spectrum obtained for the GRAPES-3 data by employing the unfolding method. The response matrices are obtained with the
same spectral profiles as mentioned above.
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FIG. S13. Left: A comparison of the input proton energy spectrum proposed by the GST composition model with the spectra
obtained by employing the Gaussian method. Energy probability distributions are generated from three datasets with spectral
profiles, including a spectral index of �2.5, a spectral index of �2.7, and the profile suggested by the GST model. Right:
A comparison of the input proton energy spectrum proposed by the GST composition model with the spectra obtained by
employing the unfolding method. The response matrices are obtained with the same spectral profiles as mentioned above.
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FIG. S14. Top: A comparison of the measured proton energy
spectra obtained for two adjacent zenith angle bins (0.0�-17.8�

and 17.8�-24.6�). Bottom: Difference of the proton energy
spectrum obtained for the second zenith angle bin (17.8�-
24.6�) with respect to the first one.

as discussed above. In the left panel of FIG. S13, the en-691

ergy spectra obtained in these three cases are compared692

with the reference spectrum. It is observed that the ref-693

erence spectrum is accurately reproduced when the en-694

ergy distributions were obtained from the spectrum with695

the spectral profile same as the reference spectrum (GST696

model in this example). However, the output spectra ex-697

hibit systematic deviations from the reference spectrum698

in other cases. In this exercise, a systematic deviation699

within 2% to 22% is observed between the results ob-700

tained by using the spectral profile proposed by the GST701

model and a spectral index of �2.5. In the case of un-702

folding, the response matrices were generated using the703

three above-mentioned spectral profiles. In this case, all704

three spectral profiles have accurately reproduced the ref-705

erence spectrum, as shown in the right panel of FIG. S13.706

The observed systematic deviation among the results ob-707

tained in this case is within �2% to +3%.708

S9. PROTON ENERGY SPECTRUM WITH THE709

NEXT ZENITH ANGLE BIN710

In this analysis, nearly vertical showers with a zenith711

angle (✓) range of 0 to 17.8� or sec(✓)= 0 to 1.05 were712

selected to reduce the effect of the shower attenuation713

caused due to the larger path traveled by the EAS par-714

ticles in the atmosphere. By assuming the isotropic dis-715

tribution of the cosmic rays, the observed energy spectra716

for different zenith angle ranges are expected to be the717

same for each zenith angle bin. However, due to the718

larger attenuation experienced by more inclined showers,719

the shower-to-shower fluctuations are more for smaller720

shower size at the observational level for a given energy.721

Thus, it leads to higher systematic uncertainties.722

To study the effect of the zenith angle on the final723

result, the entire process is repeated for the next zenith724

angle bin (sec(✓)= 1.05 to 1.1 or ✓ = 17.8� to 24.6�). The725

top panel of FIG. S14 displays a comparison between726

the proton energy spectra obtained for the two zenith727

angle bins. The difference of the proton energy spectrum728

obtained for the second zenith angle bin with respect to729

the first one is observed to be within ±5%.730
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FIG. S14. Top: A comparison of the measured proton energy
spectra obtained for two adjacent zenith angle bins (0.0�-17.8�

and 17.8�-24.6�). Bottom: Difference of the proton energy
spectrum obtained for the second zenith angle bin (17.8�-
24.6�) with respect to the first one.
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6.2. Estimation of relative composition of PCRs
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Figure 6.20: Top: A comparison of relative composition of the proton primary
(a1) obtained through Gold’s unfolding, Bayesian unfolding, and �

2-minimization
as a function of Ne. Bottom: Plot showing the systematic deviation (%) in the
a1 obtained from Bayesian unfolding and �

2-minimization with respect to those
obtained with Gold’s unfolding.

of ± 2.2%. The present analysis uses the systematic deviation between Gold’s and
Bayesian unfolding algorithms as the systematic uncertainty in the final result. How-
ever, the deviation between Gold’s unfolding and the process of �2-minimization is
employed as an additional quality check.

6.2.6.2 Systematic uncertainty due to initial guess/prior of the compo-
sition vector for unfolding

The calculation of k0 is established on the balance that exists between the statistical
oscillations and bias. It is worth noting that the selection of initial prior can have a
considerable effect on the value of k0, especially for a statistically poor dataset, which
leads to a systematic deviation. In order to calculate the systematic uncertainty due
to the selection of the initial prior of ~A, the unfolding procedure is repeated with
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Figure 6.21: Top: A comparison between the values of relative composition of the
proton primary (a1) obtained by using initial priors 1, 2, and 3, which are listed in
the text, and the prior based on the composition proposed by the GST composition
model, which is employed as a reference. Bottom: Systematic deviation (%) observed
in a1 when initial priors 1, 2, and 3 are used with the reference prior.

initial guesses, where the total number of observed EASs is weighted according to
the following relative compositions,

1. A uniform prior with a relative composition of 0.50, 0.3, 0.10, 0.04 and 0.06
for H, He, N, Al and Fe, respectively.

2. Relative composition obtained from the H4a model.

3. A linearly varying relative composition obtained by connecting the relative
composition obtained from the GST model in a Ne range of 102.8 and 106.2 for
the corresponding primary.

The top panel of Fig. 6.21 demonstrates the values of a1 obtained from three
different initial priors (1, 2, and 3) comparison to the a1 values obtained by using the
composition suggested by the GST model as a prior (employed in the main analysis),
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Figure 6.23: Top: A comparison between the relative composition of the proton
primary (a1) obtained by using the spectral profiles proposed by the GST and H4a
models to generate the response matrices and that obtained in this work, which
serves as a reference, as a function of Ne. Bottom: Systematic deviation (%) in
the a1 obtained by utilizing model spectral profiles (GST/H4a) with the reference
spectral profile.

the systematic uncertainty is found to be +0%/�7.6%.

6.2.6.5 Systematic uncertainty due to smoothing algorithm

It is expected that the physical parameters, such as flux or composition, exhibit
a smooth variation with changes in primary energy or Ne. Consequently, in this
analysis, the smoothing of the variation of the a with the Ne is done through the
utilization of the Savitzky-Golay filter. It is worth noting that this filtering technique
may introduce certain systematic uncertainty in the a. In order to estimate this
systematic uncertainty, the smoothing of the a with the Ne is repeated with the
353HQ-twice smoothing algorithm [157] by using the ROOT package [140].

The top panel of Fig. 6.24 compares the values of a1 obtained after smoothing
of their variation with respect to the Ne by employing the Savitzky-Golay filter as
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Figure 6.24: Top: A comparison between the relative composition of the proton
primary (a1) acquired by smoothing its variations with respect to the Ne by using the
Savitzky-Golay filter and 353HQ-twice smoothing algorithm. Bottom: Systematic
deviation (%) in the values of a1 that is smooth by using the 353HQ-twice smoothing
algorithm with those obtained after smoothing with the Savitzky-Golay filter.

well as 353HQ-twice smoothing algorithm. The systematic deviation between the
results obtained with the 353HQ-twice smoothing algorithm and the Savitzky-Golay
filter is shown in the bottom panel of Fig. 6.24. The study has determined that the
systematic uncertainty resulting from this particular effect falls within the range of
�4.1% to 0.7%.

6.2.6.6 Systematic uncertainty due to limited statistics of MC simula-
tions

Since the mass composition is estimated for various Ne bins, the simulated MMD
within a given Ne bin suffers from limited statistics, especially at larger Ne. Thus, the
statistical fluctuations of each simulated primary are modeled by fitting the MMD
with the NBD function, as presented in Eq. 6.1. The quality of fitting is governed
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TABLE S3. Systematic uncertainties (%) in estimating the relative composition of proton primary from various sources. Here
systematic uncertainty �UA due to unfolding algorithm, �P due to initial guess/prior, b1 due to bias from unfolding, �SP due to
differential spectral profiles, �S due to smoothing algorithm, and �1 due to limited Monte Carlo statistics. Please see the text
in section S3 D for the description of each systematic uncertainty. The last column represents the total systematic uncertainty,
which was calculated by adding the contribution of systematic uncertainty from different sources in quadrature.

Ne �UA(%) �P (%) b1(%) �SP (%) �S(%) �1(%) �total(%)

1.26⇥ 104 +0.04 +0.00/�0.06 �0.07 +3.69/�5.80 �1.37 ±3.18 +4.87/�6.76
2.00⇥ 104 +0.01 +0.07/�0.00 �0.01 +3.04/�6.68 �2.15 ±3.67 +4.77/�7.92
3.16⇥ 104 +0.04 +0.00/�0.84 �0.15 +2.41/�4.03 +0.34 ±3.87 +4.57/�5.71
5.01⇥ 104 +0.04 +0.00/�1.04 +0.01 +1.70/�2.87 �0.04 ±3.41 +3.80/�4.90
7.94⇥ 104 +0.24 +0.00/�1.03 +0.08 +0.60/�1.97 �0.82 ±5.03 +5.07/�5.87
1.26⇥ 105 +0.44 +0.00/�0.83 +0.00 +0.00/�1.89 �0.70 ±1.81 +1.86/�3.61
2.00⇥ 105 +0.77 +0.00/�0.48 �0.02 +0.00/�1.76 +0.33 ±3.34 +3.44/�4.20
3.16⇥ 105 +0.84 +0.00/�0.51 �0.06 +0.00/�3.08 +0.69 ±3.86 +4.01/�5.12
5.01⇥ 105 +0.43 +0.99/�0.30 +0.18 +0.00/�4.88 �2.01 ±5.14 +5.25/�7.43
7.94⇥ 105 +1.80 +0.07/�0.37 +0.15 +0.00/�7.59 �4.07 ±6.03 +6.29/�10.52

deviation of the distribution represent the energy bias339

and resolution, respectively. The variation of the bias340

and resolution with reconstructed energy is shown in the341

bottom panel of FIG. S8. The error bars for the en-342

ergy bias are smaller than the symbol size. The energy343

bias is within ±2%, and the energy resolution is ⇠60% at344

50 TeV and improves to ⇠35% at 1.3 PeV. The GRAPES-345

3 experiment is located at an atmospheric depth (X) of346

around 800 g.cm�2. The value of shower age (s) at shower347

size of 104.1 (which corresponds to nearly 50 TeV en-348

ergy) has been observed to be around 1.25. By using349

the relation given in Eq. 16.27 in Ref. [12], we obtain a350

shower maximum (Xmax) = 560 g.cm�2 for 50 TeV and351

s=1.25. This calculation shows that the GRAPES-3 ob-352

servational level is far below the shower maximum, which353

leads to relatively higher shower fluctuations. Conse-354

quently, GRAPES-3 has a higher value of energy reso-355

lution as compared to arrays such as HAWC, Tibet AS� ,356

and LHAASO, which are located twice higher altitude357

and at about 200 g.cm�2 shallower depth, which is close358

to the shower maximum at 50 TeV.359

S5. PROTON ENERGY SPECTRUM360

A. Proton size distribution361

For a given shower size bin, the relative composition362

of the proton primary was used as the statistical weight363

to obtain the corresponding shower size distribution from364

the observed distribution. Let the n(Nobs
e,↵ ) be the number365

of events in the ↵th bin of observed shower size distribu-366

tion, and a1,↵ be the relative composition of the proton367

primaries in the same shower size bin. Then the number368

of EASs in the ↵th bin of shower size distribution of the369

proton primaries is given as,370

n(Ne1,↵) = n(Nobs
e,↵ ) a1,↵. (S13)

The number of EASs observed by GRAPES-3 and the371

corresponding proton shower size distribution is listed in372

TABLE S4 (with all selection cuts). The last column373

represents the statistical uncertainty in the estimation of374

proton events, which is calculated by propagating statis-375

tical uncertainties in the Nobs
e and a1 for each shower size376

bin.377

TABLE S4. The number of observed events by GRAPES-3
and corresponding proton events in different shower size bins.
The statistical error in the estimation of proton events is listed
in the last column.

Ne n(Nobs
e ) n(Ne1) �Ne1(%)

1.26⇥ 104 3890720 2530350 0.34
2.00⇥ 104 1959300 1092590 0.39
3.16⇥ 104 970833 451097 0.51
5.01⇥ 104 486000 211886 0.76
7.94⇥ 104 246606 106595 0.91
1.26⇥ 105 126709 55074 1.14
2.00⇥ 105 65155 28664 1.59
3.16⇥ 105 33704 15043 1.81
5.01⇥ 105 17534 8097 2.49
7.94⇥ 105 8719 4100 3.63

378

379

B. Correction for miss and fake events380

The occurrence of miss and fake events is primarily as-381

sociated with the core resolution and angular resolution.382

Miss events refer to cases whose true cores are inside the383

fiducial area (50 m from the center of the array) and the384

true angle is less than 17.8� but the reconstructed core385

is either located outside the fiducial area or the recon-386

structed angle is greater than 17.8�. Conversely, fake387

events are characterized by true cores falling outside the388

fiducial area or true angles greater than 17.8� but the389

reconstructed cores are inside the fiducial area and the390
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in the simulated MMD. For both primaries, the MMDs138

obtained from simulation and parameterization show a139

good agreement with each other within statistical fluctu-140

ations.141

B. Unfolding of observed MMD142

Let ~Nµ be the observed muon multiplicity vector, and143

n(Nµ,↵) represents the number of EASs in the ↵th bin144

of the observed MMD, and ~A be the composition vec-145

tor such that n(Ai) represents the number of EASs con-146

tributed by the ith primary. The relative composition of147

ith primary (ai) is calculated as,148

ai =
n(Ai)P5
j=1 n(Aj)

. (S4)

Gold’s algorithm is an iterative method, and the ith ele-149

ment of the composition vector ( ~Ak+1) for (k+1)th iter-150

ation was estimated from ~Ak as,151

n(Ak+1
i ) = n(Ak

i )
(R1

TCTC ~Nµ)iP5
j=1(R1

TCTCR1)ij n(Ak
j )

, (S5)

where C is the error matrix for the observed data such152

that C↵� = �↵�/
p

n(Nµ,↵) (assuming Poisson) and �↵�153

is the Kronecker delta. The relative composition pro-154

posed by the GST model was used for the initial guess155

of ~A. The average statistical uncertainty (�) in the esti-156

mate of ~A increases, and the average bias (b) introduced157

by the unfolding algorithm decreases with an increase in158

the iteration number. The optimal balance between the159

statistical uncertainty and bias was achieved at the mini-160

mum value of weighted mean square error (WMSE) [7, 8].161

The WMSE for kth iteration is defined as,162

WMSEk =
1

m

mX

i=1

(�k
i )

2 + (bki )
2

Ak
i

, (S6)

where m = 5 is the number of assumed primary groups.163

For further details on WMSE, see section 11.7 of [7]. At164

each iteration, � and b were estimated by generating 50165

samples from observed Nµ and the template of ~A ( ~Atemp)166

using the bootstrap method described in [9]. The ~Atemp
167

represents the best guess of the ~A for the WMSE calcu-168

lation. The iteration corresponding to minimum WMSE169

was identified as the optimal stopping iteration. The fi-170

nal relative composition was smoothed using a weighted171

running average (Savitzky–Golay filter) to reduce fluctu-172

ations in the observed Ne distribution subsample, which173

was used to measure energy distribution.174

C. Proton relative composition175

A comparison of the normalized observed MMD with176

the resultant curve obtained by adding the MMD curves177
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FIG. S6. Comparing the normalized observed MMD (black
circles) with the resultant curve (cyan curve) obtained by
adding the MMD curves of all simulated primaries (different
colored curves) scaled by their relative composition estimated
from the Gold’s unfolding, for 4.6  log(Ne) < 4.8.

TABLE S2. Relative composition of proton primary esti-
mated using Gold’s unfolding procedure for the GRAPES-3
data. The statistical and systematic uncertainties are men-
tioned.

Ne a1 ± �stat1 + �sys1 � �sys1

1.26⇥ 104 0.650± 0.002+ 0.032� 0.044
2.00⇥ 104 0.558± 0.002+ 0.027� 0.044
3.16⇥ 104 0.465± 0.002+ 0.021� 0.027
5.01⇥ 104 0.436± 0.003+ 0.017� 0.021
7.94⇥ 104 0.432± 0.004+ 0.022� 0.025
1.26⇥ 105 0.435± 0.005+ 0.008� 0.016
2.00⇥ 105 0.440± 0.007+ 0.015� 0.018
3.16⇥ 105 0.446± 0.008+ 0.018� 0.023
5.01⇥ 105 0.462± 0.011+ 0.024� 0.034
7.94⇥ 105 0.470± 0.016+ 0.030� 0.049

of all simulated primaries scaled by their relative compo-178

sition estimated from the unfolding procedure is shown179

in FIG. S6 for 4.6  log(Ne) < 4.8. Both show a good180

agreement with a �2/dof of 3.0 (127.5/42).181

The relative composition of proton primaries (a1) for182

GRAPES-3 data is listed in TABLE S2 along with the183

statistical (�stat1 ) and systematic (�sys1 ) uncertainties.184185

D. Estimation of systematic uncertainties186

The contribution from the following sources of system-187

atic uncertainty was estimated.188

(i) Unfolding Algorithm:— The composition of all189

primary groups was extracted using Gold’s unfolding al-190

gorithm. The systematic uncertainty was calculated from191

the deviation in the relative composition of proton pri-192

maries obtained from the Bayesian unfolding [10] with193

Gold’s unfolding for each Ne bin. The Bayesian unfold-194
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TABLE S3. Systematic uncertainties (%) in estimating the relative composition of proton primary from various sources. Here
systematic uncertainty �UA due to unfolding algorithm, �P due to initial guess/prior, b1 due to bias from unfolding, �SP due to
differential spectral profiles, �S due to smoothing algorithm, and �1 due to limited Monte Carlo statistics. Please see the text
in section S3 D for the description of each systematic uncertainty. The last column represents the total systematic uncertainty,
which was calculated by adding the contribution of systematic uncertainty from different sources in quadrature.

Ne �UA(%) �P (%) b1(%) �SP (%) �S(%) �1(%) �total(%)

1.26⇥ 104 +0.04 +0.00/�0.06 �0.07 +3.69/�5.80 �1.37 ±3.18 +4.87/�6.76
2.00⇥ 104 +0.01 +0.07/�0.00 �0.01 +3.04/�6.68 �2.15 ±3.67 +4.77/�7.92
3.16⇥ 104 +0.04 +0.00/�0.84 �0.15 +2.41/�4.03 +0.34 ±3.87 +4.57/�5.71
5.01⇥ 104 +0.04 +0.00/�1.04 +0.01 +1.70/�2.87 �0.04 ±3.41 +3.80/�4.90
7.94⇥ 104 +0.24 +0.00/�1.03 +0.08 +0.60/�1.97 �0.82 ±5.03 +5.07/�5.87
1.26⇥ 105 +0.44 +0.00/�0.83 +0.00 +0.00/�1.89 �0.70 ±1.81 +1.86/�3.61
2.00⇥ 105 +0.77 +0.00/�0.48 �0.02 +0.00/�1.76 +0.33 ±3.34 +3.44/�4.20
3.16⇥ 105 +0.84 +0.00/�0.51 �0.06 +0.00/�3.08 +0.69 ±3.86 +4.01/�5.12
5.01⇥ 105 +0.43 +0.99/�0.30 +0.18 +0.00/�4.88 �2.01 ±5.14 +5.25/�7.43
7.94⇥ 105 +1.80 +0.07/�0.37 +0.15 +0.00/�7.59 �4.07 ±6.03 +6.29/�10.52

deviation of the distribution represent the energy bias339

and resolution, respectively. The variation of the bias340

and resolution with reconstructed energy is shown in the341

bottom panel of FIG. S8. The error bars for the en-342

ergy bias are smaller than the symbol size. The energy343

bias is within ±2%, and the energy resolution is ⇠60% at344

50 TeV and improves to ⇠35% at 1.3 PeV. The GRAPES-345

3 experiment is located at an atmospheric depth (X) of346

around 800 g.cm�2. The value of shower age (s) at shower347

size of 104.1 (which corresponds to nearly 50 TeV en-348

ergy) has been observed to be around 1.25. By using349

the relation given in Eq. 16.27 in Ref. [12], we obtain a350

shower maximum (Xmax) = 560 g.cm�2 for 50 TeV and351

s=1.25. This calculation shows that the GRAPES-3 ob-352

servational level is far below the shower maximum, which353

leads to relatively higher shower fluctuations. Conse-354

quently, GRAPES-3 has a higher value of energy reso-355

lution as compared to arrays such as HAWC, Tibet AS� ,356

and LHAASO, which are located twice higher altitude357

and at about 200 g.cm�2 shallower depth, which is close358

to the shower maximum at 50 TeV.359

S5. PROTON ENERGY SPECTRUM360

A. Proton size distribution361

For a given shower size bin, the relative composition362

of the proton primary was used as the statistical weight363

to obtain the corresponding shower size distribution from364

the observed distribution. Let the n(Nobs
e,↵ ) be the number365

of events in the ↵th bin of observed shower size distribu-366

tion, and a1,↵ be the relative composition of the proton367

primaries in the same shower size bin. Then the number368

of EASs in the ↵th bin of shower size distribution of the369

proton primaries is given as,370

n(Ne1,↵) = n(Nobs
e,↵ ) a1,↵. (S13)

The number of EASs observed by GRAPES-3 and the371

corresponding proton shower size distribution is listed in372

TABLE S4 (with all selection cuts). The last column373

represents the statistical uncertainty in the estimation of374

proton events, which is calculated by propagating statis-375

tical uncertainties in the Nobs
e and a1 for each shower size376

bin.377

TABLE S4. The number of observed events by GRAPES-3
and corresponding proton events in different shower size bins.
The statistical error in the estimation of proton events is listed
in the last column.

Ne n(Nobs
e ) n(Ne1) �Ne1(%)

1.26⇥ 104 3890720 2530350 0.34
2.00⇥ 104 1959300 1092590 0.39
3.16⇥ 104 970833 451097 0.51
5.01⇥ 104 486000 211886 0.76
7.94⇥ 104 246606 106595 0.91
1.26⇥ 105 126709 55074 1.14
2.00⇥ 105 65155 28664 1.59
3.16⇥ 105 33704 15043 1.81
5.01⇥ 105 17534 8097 2.49
7.94⇥ 105 8719 4100 3.63

378

379

B. Correction for miss and fake events380

The occurrence of miss and fake events is primarily as-381

sociated with the core resolution and angular resolution.382

Miss events refer to cases whose true cores are inside the383

fiducial area (50 m from the center of the array) and the384

true angle is less than 17.8� but the reconstructed core385

is either located outside the fiducial area or the recon-386

structed angle is greater than 17.8�. Conversely, fake387

events are characterized by true cores falling outside the388

fiducial area or true angles greater than 17.8� but the389

reconstructed cores are inside the fiducial area and the390
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FIG. S11. The response matrix (R2) for proton primaries
showing the probability (color gradient) of an EAS from en-
ergy bin E is reconstructed in shower size bin Ne. It is gener-
ated using the MC simulation dataset with a spectral slope of
�2.7. The two horizontal black lines enclose the shower size
range of interest for this analysis.

By rewriting the Eq. S5 in terms of R2, Ne1 and E, the444

number of EASs in the ith bin of the unfolded energy445

distribution for (k+1)th iteration (Ek+1) was estimated446

iteratively as,447

n(E
k+1
i ) = n(E

k
i )

(R2
TCTC~Ne1)i

P
j(R2

TCTCR2)ij n(E
k
j )

, (S16)

where C is the error matrix for the ~Ne1 such that448

C↵� = �↵�/
q
n(Ne1,↵) (assuming Poisson) and R2

T and449

CT are the transpose of R2 and C, respectively. Smooth-450

ing was applied after each iteration to control the statis-451

tical fluctuations. However, the final unfolded energy452

distribution was not smoothened. The same criterion of453

minimum WMSE was used to stop the unfolding itera-454

tions. Finally, the E was corrected for the miss events455

using Eq. S15.456457

D. Unfolded proton energy spectrum458

The unfolded number of events for each energy bin of459

the energy distribution of proton primaries is listed in the460

second column, and the value of the flux (�(E)) is listed461

in the third column of TABLE S5 along with the cor-462

responding statistical and systematic uncertainties. The463

energy value in the first column is the geometric mid-464

value of the energy bin on the log scale. The statistical465

uncertainty is 0.4% at 50.1TeV and increases to 3.7%466

at 1.3PeV. On the other hand, the total systematic un-467

certainty is +4.5%/�6.9% at 50.1TeV and increases to468

+11.0%/�12.9% at 1.3 PeV.469470

TABLE S5. Summary of the unfolded number of events in the
energy distribution of proton primaries for GRAPES-3 data
estimated using Gold’s unfolding algorithm. The values of
differential flux (�(E)) and the corresponding statistical and
total systematic uncertainties are listed in the third column.

Energy Number of � ± ��stat. + ��sys. � ��sys.

[GeV] events [m�2 sr�1 s�1 GeV �1]

5.01⇥ 104 2797488 (2.80±0.01+ 0.13� 0.19)⇥ 10�9

7.94⇥ 104 1139870 (6.67±0.03+ 0.36� 0.53)⇥ 10�10

1.26⇥ 105 450551 (1.63±0.01+ 0.09� 0.11)⇥ 10�10

2.00⇥ 105 189363 (4.30±0.05+ 0.32� 0.41)⇥ 10�11

3.16⇥ 105 89306 (1.28±0.02+ 0.11� 0.12)⇥ 10�11

5.01⇥ 105 44715 (4.04±0.08+ 0.27� 0.36)⇥ 10�12

7.94⇥ 105 21194 (1.21±0.03+ 0.08� 0.11)⇥ 10�12

1.26⇥ 106 9928 (3.57±0.13+ 0.39� 0.46)⇥ 10�13

E. Estimation of systematic uncertainties471

The contribution from the following sources of system-472

atic uncertainty in the estimation of the energy spectrum473

of proton primaries using Gold’s unfolding algorithm was474

estimated.475

(i) Unfolding algorithm:— The unfolding of pro-476

ton shower size distribution into the energy distribution477

was repeated with the Bayesian unfolding algorithm us-478

ing the same initial guess and optimal stopping iteration479

as in the case of Gold’s algorithm. The systematic un-480

certainty was calculated from the deviation in the flux481

of proton primaries obtained from the Bayesian unfold-482

ing with Gold’s unfolding. The systematic uncertainty483

(�0UA) is within �0.02% to +0.11%.484

(ii) Initial guess/prior of ~E for unfolding:— The485

initial guess for energy distribution of proton primaries486

~E was selected closer to the expected energy distribution487

for faster convergence. The unfolding procedure was re-488

peated with the following initial guesses,489

1. Proton energy distribution with spectral profile490

proposed by the GST model.491

2. Proton energy distribution with spectral profile492

proposed by the H4a model.493

3. An energy distribution with a differential spectral494

index of �2.7.495

The systematic uncertainty (�0P ) was calculated from the496

maximum deviation (positive and negative) among the497

proton flux obtained using initial guess 1, 2 or 3 with498

the proton flux estimated in this work. It is found to be499

within �0.73% to +1.20%.500

(iii) Bias from the unfolding procedure:— The501

systematic bias in ith energy bin b0i at the optimal stop-502

ping iteration was calculated as,503

b0i =
n(Ei)� n(Etemp

i )

n(Etemp
i )

, (S17)



Motivation GRAPES-3 experiment Reconstruction Anisotropy Anisotropy simulation Results Backup

Power spectrum analysis in simulation
�I(↵, �) = ⌃`⌃ma`mY`m(↵, �) C` =

⌃m|a`m|2
2`+1 , White noise ⇠ 4⇡f 2

sky/Ntot

Small-scale anisotropy ` > 3 well reconstructed. (M. Ahlers et. al. ApJ 823:10, 2016)
M. Chakraborty et. al. (TIFR) Cosmic ray anisotropy January 7, 2024 24 / 37

Power spectrum analysis 


